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Καὶ ἠγάπησαν οἱ ἄνθρωποι

μᾶλλον τὸ σκότος ἢ τὸ φῶς

E gli uomini preferirono
il buio piuttosto che la luce.





Abstract

The thesis starts from the study of a classical question namely the spectral properties
of linear operators on Hilbert spaces. In particular, the thesis focuses on close to di-
agonal operators with simple spectrum but in which the difference of the eigenvalues
accumulates to zero. We are looking for conditions (on the perturbation and on the dif-
ferences of the eigenvalues) that guarantee that the spectrum is still discrete with simple
eigenvalues. Interesting applications are related to the reducibility of linear partial dif-
ferential equations (PDEs) with quasi-periodic dependence on time. More precisely, we
want to reduce the PDE to constant coefficients, by means of a quasi-periodic change of
variables. The technical problems that arise are related to the presence of small divisors.
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Introduction

The study of the spectral properties of linear operators on Hilbert spaces is one of the
first successes of functional analysis in the end of 1800, starting from the classical result
of the spectral decomposition theorem. A great source of motivation came from the
development of the quantum mechanics, indeed the study of the spectra of hermitian
operators on Hilbert space was central in the explanation of the spectra of atoms.
Here we work on separable Hilbert spaces that we can identify with sequence spaces (e.g.
`2) or weighted sequence spaces (e.g. the Sobolev space hp) and we would like to under-
stand the properties of the spectrum of an operator on those spaces and in particular
the characteristics of the operator that guarantee that it has pure point spectrum. We
consider this problem in the perturbative case, namely we consider a family of operators
of the form

L(ε) := Λ + εP

where Λ is diagonal and we ask whether this family is diagonalizable and if its spectral
properties depend continuously (or more regularly) on ε.
This problem is interesting and it is deeply studied both in finite and in infinite dimen-
sion. We will work in infinite dimension and we will focus on the case in which Λ has
pure point and simple spectrum.
In finite dimension this property is called ”regular semi simple” and it is an open prop-
erty, namely if L(ε) has simple spectrum for ε = 0 then there exists a neighbourhood of 0
in which L(ε) has a simple spectrum. Therefore, if L(0) is diagonalizable then L(ε) also
can be diagonalized and the eigenvalues and eigenfunctions will be analytic functions
of ε. In infinite dimension the situation is really more complicated, even if we know
that the operator L(0) has simple and pure point spectrum, and spectral properties of
L depend strongly on whether the spectrum of Λ has accumulation points.
Let L(ε) be defined on a sequence space contained in `2, from the Kato-Rellich Theorem
we know that if L(ε) is an analytic family (in the sense of Kato) of operator-valued
functions and λ(0) is a nondegenerate pure point eigenvalue of L(0) then for every ε near
to 0 there exsists exactly one λ(ε) ∈ σ(L(ε)) near to λ(0) and this point is isolated and
non degenerate.
Unfortunately, even if every eigenvalue of L(0) is isolated and simple, is not true that
we can iterate the Kato-Rellich Theorem and that L(ε) can be diagonalized. Indeed,
the radius of convergence goes to zero with the spectral gap between λ0 and the other
eigenvalues, so some problems occur due to the non uniformity of the distance between
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the eigenvalues. Actually, to obtain that result we have to suppose that the difference
between the eigenvaulues is uniformly bounded from below, that is a really strong prop-
erty to ask. Under such a strong assumptions one can also prove the diagonalization as
an application of the Implicit Function Theorem.

If L(0) has simple and pure point spectrum such that

|λ(0)
k − λ

(0)
j | > α > 0 ∀ j, k (1)

and P is small in operator norm then L(ε) can be diagonalized, namely there exists a
change of variables that conjugates it to a diagonal operator, and the spectrum of the
diagonalized operator is still simple and pure point.

Finally, the eigenvalues and the eigenvectors are curves in ε in the sense that the eigenval-
ues forms a denumerable family of smooth functions λ∞j (ε). Same for the eigenvectors.
Indeed, one can compute the Taylor series expansion for eigenvalues and eigenvectors
and it turns out that the difference of the unperturbed eigenvalues appears at the de-
nominator. So the radius of convergence of the series is inversely proportional to α.

It is interesting and natural to consider operators satisfying assumptions weaker than (1).
For instance, we can consider the case when the difference of the eigenvalues accumulates
to zero. In this case, if one has some lower bound on the difference of the eigenvalues one
can still hope to achieve convergence. However, in general to require the boundedness
of the perturbation is not enough, and typically one should impose further conditions
on the perturbation.
For instance, in this Thesis we ask to control (in an appropriate operator norm) some
”commutators” of P with the ”derivative” operator ∂θ which we shall define below.
Given two linear operators, we will denote (adA)B := [B,A] where [·, ·] is the usual
commutator.
This type of situations, where the unperturbed operator has accumulating eigenval-
ues, appears in the context of linear operators with quasi-periodic in time coefficients.
Indeed, a source of motivation comes from the study of quasi periodic solutions for
non linear PDEs on a compact manifold close to an elliptic equilibrium point. KAM
(Kolmogorov-Arnold-Moser) theory, born to analyze the dynamics of nearly integrable
finite dimensional Hamiltonian system, provides us useful tools to deal with the problem
discussed above in the Hamiltonian context.
The main difficulty appearing in KAM theory is to deal with the possible loss of deriva-
tives that arise from the presence of small divisors, which prevents the use of a classic
Implicit Function Theorem. A possible way to overcome this problem is to apply a fast
convergent KAM iterative scheme.
The core of this algorithm is the invertibility of certain linear operators (obtained lin-
earizing the PDE at some approximate quasiperiodic solution). Typically in the appli-
cations the spectrum of such linear operator accumulates to zero and this is the so-called
small divisor problem.

iii



The idea of the Thesis is to prove diagonalization Theorems with an eye to their appli-
cation in a PDEs context. We then use such result to study two linear PDEs with quasi
periodic in time coefficients and show that they can be reduced to constant coefficients.
We work only in the context of linear PDEs, however the estimates that we obtain are
exactly the ones needed, in the non linear context, on the linearized equation at an
approximate quasiperiodic solution.

In conclusion, we shall be interested in operators acting on function spaces which are
perturbation of a diagonal one, namely of an operator that has pure point and that can
be written in diagonal form with respect to a countable basis. Therefore it is convenient
to work directly in that basis, thus identifying the space with a sequence space. In this
thesis we shall confine ourself to Hilbert Spaces.

In our application we shall consider operators acting on the torus Td such that the
unperturbed part is diagonal with respect to the Fourier basis and hence our sequence
spaces are indexed in Zd.
Consider the scale of Hilbert spaces

hs ≡ hs(Zd) :=

{
{uk}k∈Zd : |u|2s :=

∑
〈k〉2s|uk|2 <∞

}
, 〈k〉 := max{|k|, 1} .

In the space L(hs, hs
′
) of bounded linear operators from hs to hs

′
we use the standard

operator norm
‖M‖s,s′ := sup

|u|s≤1
|Mu|s′ .

For 1 ≤ h ≤ d we define the unbounded operator ∂θh as (uk)k∈Zd 7→ (ikhuk)k∈Zd .

We consider a parameter family of operators

L(ξ) = Λ0(ξ) + P0(ξ) (2)

with Λ0 diagonal with distinct eigenvalues1. The parameters ξ are in a compact set
O0 in Rn with the only condition n > 0. They will be modulated in order to avoid
resonances, so our result will not hold for all ξ but only on a subset defined implicitly.
Of course it is very important that this set is not empty. In order to prove this we shall
need some Lipschitz dependence both for Λ0 and P0. For the precise condition see the
hypotheses (H1), (H2) in Section 2.1. To make the Lipschitz dependence quantitative,
we shall work with a weighted Lipschitz norm (see definition 1.1.13) denoted by2 ‖ ·‖γ,Os,s .

Theorem 1. Fix s > d
2 , γ > 0, τ > d− 1 and b1 > 5d+ τ + 1. Consider an operator as

in (2) satisfying the hypotheses above and such that

P0, (ad ∂θi)
b1P0 ∈ L(hs, hs) for all 1 < i < d.

1Clearly this means that it has pure point spectrum. Moreover, returning in the functional space
setting we are implicitly requiring that Λ0(ξ) is diagonal respect to the same basis for all ξ.

2Here γ is a positive number and O the set where we want that the operators are Lipschitz.
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There exists ε? such that, if

‖P0‖γ,O0
s,s , ‖(ad ∂θi)

d+1P0‖γ,O0
s,s ≤ ε? , for all 1 < i < d

then there exists Lipschitz functions λ
(∞)
j (ξ) such that in the set

C := {ξ ∈ O0 : |λ(∞)
k (ξ)− λ(∞)

k′ (ξ)| > 2γ|k − k′|−τ}

L is diagonalizable, namely there exists a change of variables close to diagonal that

conjugates it to the diagonal operator Λ∞ = diagλ
(∞)
k .

This result is proven with a quadratic KAM algorithm. The first step is to define the
majorant norm (see (3)) and reformulate the Theorem 1 in terms of that norm (see The-
orem 5). Then we introduce an iterative scheme in which at each step we conjugate the
operator to a diagonal operator plus a reminder whose norm is quadratically small with
respect to the previous step. Then we prove that this algorithm is convergent. At each
step the change of variables is of the form eA where A is the solution of an Homological
Equation (see Lemma 2.1.2). To solve this equation we have to impose some conditions
on the difference of the eigenvalues. In the end we will prove that it is enough to impose
the condition only on the final eigenvalues.

The second result that we prove regards the regularity of the change of variable that,
by Theorem 1, diagonalizes the operator L(ξ). Namely, we consider an operator as in
(2) where P0 is small in some ”low norm” hs0 and bounded in ”higher norms” hs with
s0 < s < s1, for a fixed s1. The theorem above implies that the operator that diago-
nalizes L is bounded from hs0 to hs0 . We ask whether this change of variables is more
regular, for instance bounded from hs to itself.
This type of result is crucial for application to PDEs and typically is achieved by re-
quiring that P0 is bounded in a stronger norm with respect to the operator one. For
example, in [BBM14] the authors work in the decay norm (see definition 1.2.1). Of
course, working in a strong norm imposes restriction in the class of applications. To
avoid this, a strategy is to use the setting of Modulo-tame operators (see 1.3.1). This
idea has been implemented for instance for the Water Waves and Degasperis-Procesi
equations ([BBHM18], [FGP19]). In the next Theorem we introduce norms that are
weaker then the decay ones and behaves essentially as the Modulo-tame constants.
To do that we need to define a functional structure.

Denoting by e(k) the standard orthonormal basis of `2(Zd) = h0(Zd) (namely e
(k)
k′ :=

δk,k′), we may identify an operator with the matrix coefficients Mk′
k := Me(k′) · e(k),

where · denotes the `2-scalar product.
Given an infinite matrix M we define its majorant matrix M as

(M)k
′
k := |Mk′

k | .
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then we define the space of bounded majorant linear operators as

M(hs, hs
′
) := {M ∈ L(hs, hs

′
) s.t. |M |s,s′ <∞} ,

where
|M |s,s′ := ‖M‖s,s′ . (3)

is called majorant operator norm.
In Proposition 1.1.9 we provide an embedding3 of the bounded linear operators in the
bounded majorant linear operators. Hence we could also state the following Theorem
with the operator norm instead of the majorant norm. We prefer to use the second one
to have a more readable statement.

Fix s0, s1 such that s1 > s0 >
d
2 . We introduce a new space Es of couples (M,R) of

linear operators such that

M ∈
⋂

s0<p<s1

M(hp, hp) , R ∈M(hs0 , hs) s0 < s < s1 .

On this space we define a norm ||| · |||s,s0,s1 that it is essentially the natural norm on the
product space defined above (for a precise definition see (1.3.2)). Such norm can be used
to control the majorant norm (or, since Proposition 1.1.9 hold, the operator) of both the
operators of the decomposition. We call ”low norm” the norm ||| · |||s0,s0,s1 (namely when
we only require that R is bounded as operator from hs0 to itself).
Moreover, as in the previous Theorem, we need to control the Lipschitz dependence of
the operators. With this purpose, we define a Lipschitz weighted norm ||| · |||γ,Os,s0,s1 .

Given an operator L ∈
⋂
s0<p<s1

M(hp, hp) we can always decompose it in a couple
(ML, RL) that is an element of Es in such way that ML + RL = L. One can show
that ||| · |||γ,Os,s0,s1 controls the norm of L in a similar way to the Modulo-tame constants
(see Remark 1.3.10). This decomposition is not unique, for instance one can trivially
associate to L the couples (L, 0) and (L− ∂−s1θ1

, ∂−s1θ1
). The interesting point is to find a

”good” representation of L.
After building all this new functional setting we obtain this second result:

Theorem 2. Fix s0, s1 such that s1 > s0 >
d
2 . Fix γ, τ and b1 as in Theorem 1 and

b2 > b1 sufficiently large. Consider an operator L as in (2) satisfying the same hypotheses
of Theorem 1 and consider a couple (MP0 , RP0) ∈ Es such that P0 = MP0 +RP0. Suppose
that for some s0 < s < s1

||| (MP0 , RP0) |||γ,O0
s,s0,s1

, ||| ((ad∂θi)
b2MP0 , (ad∂θi)

b2RP0) |||γ,O0

s,s0,s1
<∞ for all 1 < i < d. (4)

There exists ε?? < ε? such that if

||| (MP0 , RP0) |||γ,O0
s0,s0,s1

≤ ε??
3One needs to require that the operator maps hs in hs+β for some β or control a norm of commutators

with the derivative ∂θ.
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then for all ξ ∈ C of the Theorem 1 the change of variable U that diagonalize L maps hs

in itself. Moreover, one can control |U |s,s with the norm ||| (MP0 , RPO) |||s,s0,s1.

Applications

As explained before, a source of interest of the diagonalization theorem is its application
in KAM theory. In this context we are interested in reducibility, namely the possibility
to find a change of variables quasi periodic in time (with frequency vector ω ∈ Rd−1)
that reduce in constant coefficient a linear PDE. The role of the external parameters
ξ is assumed by the frequency ω. We will impose some arithmetic assumption on the
frequency ω, for instance we will ask that it is diophantine.

Definition 1. ω is a (γ, τ)−diophantine frequency, if for γ, τ positive constant the
following bound holds

|ω · l| ≥ γ

|l|τ
∀ l ∈ Zd−1 \ {0} (5)

In order to illustrate the connection between the diagonalization and the reducibity,
consider a partial differential equation of the form

ut(x, t) = A(ωt)u(x, t) (6)

where A is a linear operator (which in our example is typically unbounded) quasi-
periodic in time with diophantine frequency vector ω ∈ Rd−1 namely A(ωt) = A(ϕ) with
ϕ ∈ Td−1. Recalling that we identify the function space Hs(T) with the corresponding
sequence space hs(Z), we assume that A is a sufficiently regular map from Td−1 to
M(hs(Z), hs(Z)) (ϕ 7→ A(ϕ)). We look for quasi-periodic solutions, namely functions
u(x, t) = v(ωt, x) with v(ϕ, x) that solves

Lv = (ω · ∂ϕ +A(ϕ))v = 0 . (7)

We can associate to A a Töplitz in time (see the definition 1.2.8) operator A acting on
M(hs(Zd), hs(Zd)).
In this way we associate to L a linear operator L acting on hs(Zd) that is not bounded.

In Section 3.1, we shall prove that reducing the operator A is equivalent to diagonalizing
the linear operator L via a bounded change of variables with the special property that it
is Töplitz in time. This fact is proved in Corollary 2.1.7 under some assumptions on the
operator L = Λ+P . In particular, we ask that Λ is diagonal with eigenvalues λk = λ(l,j)

(with k = (l, j) ∈ Zd−1 × Z) that are linear in l and that the perturbation P is Töplitz
in time.

In conclusion, if we can diagonalize then we can prove the existence of a change of
variables quasi periodic in time that reduces to constant coefficient this class of PDEs.

It is important to observe that is not obvious that the change of variables is Töpliz in
time and that in general, if the change of variables is not Töpliz in time, is not clear
whether reducibility and diagonalization are equivalent.
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A concrete application that we will consider in this Thesis is the Airy Equation:

ut + uxxx + V (ωt, x)ux = 0, x ∈ T (8)

The (7) becomes:

L(u) :=

(
ω · ∂ϕ + ∂xxx + εV (ϕ, x)∂x

)
u = 0, (9)

V ∈ Hs0 ≡ Hs0(Td) :=

{
u =

∑
k∈Zd

uke
ik·(ϕ,x) : |u|2s :=

∑
〈k〉2s|uk|2 <∞

}
,

where 〈k〉 := max{|k|, 1}.
Observing that in this operator the perturbation is not bounded, we do a well-known
change of variables (Iooss-Plotnikov and Toland, [BBM14]) that put it in the form:

ω · ∂ϕ + ∂xxx +m∂x + f(ϕ, x) + g(ϕ, x)∂−1
x + l.o.t.

After this pseudo-differential transformation, the operator assumes the form L = Λ +P
with L = ω · ∂ϕ + ∂xxx +m∂x and P = f(ϕ, x) + g(ϕ, x)∂−1

x + l.o.t.. We represent L,P
as matrices acting on hs(Zd), denoted respectively as L,P .

The perturbation P is bounded so we can diagonalize it applying Theorem 1 and im-
posing non-resonance conditions on ω ∈ Rd−1. We obtain the following result:

Assume that ω ∈ O, withO compact set of Rd−1 contained in the set of (γ, τ)−diophantine
frequencies (see (5)).

Theorem 3. Fix b > 4τ + 2, s0 >
d
2 . There exist s̃ = s̃(s, τ) > s0 and r0 such that for

all r ≤ r0 the following hold:
If

V ∈ Br(H s̃) ∩H s̃+b

then there exists a lipschitz family

d∞j (ω) = i(j3 −mj)− r∞j (ω) (10)

with

|m|+ |r∞j (ω)| .s0 |V |
γ,O
s̃ (11)

and a set G ⊂ O with

|O \ G| .s0 γ (12)

such that for ω ∈ G there exists a map Φ : Hs0 → Hs0 invertible, bounded and such that
u solves (8) if and only if z := Φ−1u solves zt = diag(d∞j )z.

Reducibility results can be used in order to control the time evolution of the Sobolev
norm of solutions of (6). To do that we have to require further conditions on the operator.
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Consider the space of real functions

Z := {u(ϕ, x) = u(ϕ, x)},

and of even (in space-time), respectively odd, functions

X := {u(ϕ, x) = u(−ϕ,−x)} Y := {u(ϕ, x) = −u(−ϕ,−x)} (13)

Definition 2. An operator R is said real if R : Z → Z and reversible if R : X → Y .

If the operator L is Hamiltonian or Reversible, a Dynamical consequence of Theorem 3
is a stability result:

Lemma 3. For any s ≥ 1
2 and u0 ∈ Hs0(T), the unique solution of the equation (6)

with initial datum u(x, 0) = u0(x) satisfies the estimate ‖u(·, t)‖Hs0 (T) ≤ ‖u0‖Hs0 (T)

uniformly w.r. to t ∈ R

To prove this consequence, we show that the equation satisfies the hypotheses of the
Theorem 1 and therefore the operator L can be conjugated to a diagonal one. Moreover
the hypothesis on the Hamiltonian/Reversible perturbation guarantees that the final
eigenvalues are purely imaginary and then we have the stability.

Another aim of this thesis is to provide an application of the Theorem 2. In principle we
could also apply the second Theorem to the Airy equation; This was done in [BBM14]
using the Decay norm. We preferred to use a more interesting example where we do not
know how to estimate the perturbation in decay norm.

For α ∈ Hs(Td) denote ~α := (α, 0, . . . 0) ∈ Rd and consider the linear operator

Cαu(θ) := u(θ + ~α(θ)) .

whose matrix representation is given by

(Cα)k
′
k =

( ̂eik′·~α(θ)
)
k−k′ (14)

where ĝh is the hth Fourier coefficient of the function g.
Let us consider the equation

ut + uxxx + (Cα∂
−N
x )u = 0 (15)

As before assume that ω is (γ, τ)−diophantine. In the Section 3.3 we prove the following
result:

Theorem 4. Fix b > 4τ + 2, s0 >
d
2 and s1 > s0. There exist s̃ = s̃(s0, τ) > s0, r0 and

N0 = N0(b) such that for all r ≤ r0 and N ≥ N0 the following hold:
If

α ∈ Br(H s̃) ∩Hs1+b
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then there exist a lipschitz family d∞j (ω) = ij3 − r∞j (ω) with

|r∞j (ω)| .s0 |α|
γ,O
s̃ (16)

and a set G with

|O \ G| .s0 γ (17)

such that for ω ∈ G ⊂ O there exist the map Φ : Hs0 → Hs0 invertible, bounded and
such that u solves (15) if and only if z := Φ−1u solves zt = diag(d∞j )z.

Some Literature

The behaviour of the spectrum of linear operators on Hilbert spaces under perturbation
is of course an interesting problem in itself. Many authors studied what happens to the
spectrum of a linear operator after a perturbation. For instance, a theorem by Weyl-von
Neumann ensures that any selfadjoint operator (in a separable Hilbert space) can be
perturbed by a (arbitrary small) compact (Weyl 1909) or Hilbert-Schmidt (von Neu-
mann 1935) selfadjoint operator so that its spectrum becomes pure point (see [K66]).
Also counterexamples are studied, for example see in [TW85].
In this Thesis however our motivation in the choice of hypotheses, different from the
theorems that we quote above, is due to the possible application to PDEs.
There are two main contexts that we have in mind:
– The control over time of the Sobolev norms of solutions of linear PDEs whose coeffi-
cients depend quasi periodically on time;
– The search of quasi periodic solutions for non linear PDEs on a compact manifold.
In both contexts the first results were on PDEs whose perturbation (respectively the
nonlinear part) does not contain derivatives. Recently, thanks to the development of
new techniques from pseudo-differential calculus, there have been a series of new results
covering also unbounded perturbation; We give an example of these methods in the sec-
tion 3.2.1.
Let us give a brief description of some of the relevant results.
One of the pioneers in the study of the problem of control of Sobolev norms was Bourgain,
that proved an upper bound of the Sobolev norm for Linear Schrödinger operators, both
in the case of quasi-periodic bounded potentials with a Diophantine frequency [Bou99a]
and for general time dependent potentials [Bou99b]. His result was developed by many
autors, among them [D10, BGMR17, BBHM18, M18, M19, M21].
In parallel to the study of the growth of the Sobolev norm there is the study the re-
ducibility of equations with quasi-periodic in time coefficient. This is a key argument in
KAM for PDEs. The first results in KAM theory for PDEs are due to Kuksin [K87] ,
Wayne [W90], Craig-Wayne [CW93], Bourgain [Bou94] and Pöschel [P96], for semi-linear
1-dimensional PDEs with no derivatives in the nonlineariy, later extended for unbounded
nonlinearities (see for instance [K98], [Bou99], [LY03], [KP03], [BBP13]. and references
therein).
More recently, KAM theory has been developed for quasi-linear equations, namely PDEs
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whose nonlinearity contains the same number of derivatives appearing in the linear part.
quasi-linear PDEs arise from various physical scenarios such as fluid dynamics and quan-
tum mechanics.
In this case to apply a KAM/Nash Moser scheme one has to deal with the combined
problem of small divisor and of the presence of derivative in the nonlinearity. Indeed,
the linearized operator is an unbounded perturbation of a diagonal operator and its in-
vertibility is harder to prove since the perturbative effects are stronger.
We mention a series of papers of Ioss-Plotnikov-Toland [IPT05] which constructed pe-
riodic solution for the 2d Water Waves equation. Later, Baldi-Berti-Haus-Montalto
[BBHM18] proved the existence of quasi-periodic solutions for the 2d Water Waves by
extending techniques introduced in KdV.
The breakthrough idea developed in the paper mentioned above is to combine tools from
microlocal analysis, like pseudo-differential operators, with the classical iterative scheme.
In other words, before applying the scheme, one has to perform a pseudo-differential re-
duction of the operator to an other which is a regularizing perturbation of a diagonal
operator.

The difficulties of implementing KAM theory drastically increase when consider equa-
tion posed on higher space dimension due to the presence of much stronger resonance
phoenomena.
For instance, for KAM thoery most of the existent result regards PDEs with no deriva-
tives in the nonlinearity (Bourgain [Bou98, Bou05], Eliasson-Kuksin [EK09, EK10],
Procesi-Procesi [PP15], Berti-Corsi-Procesi [BCP15]). The extension to the unbounded
case is really much more recent and involves pseudo-differential calculus and equation
with ”special structure”. We refer for instance to the reducibility results of [BGMR18],
[BLM19], [FGMP19], [FG20], [M17], [M19] and the KAM result for Kirkhoff and Euler
equations in [CM18] and [BM20].
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dati di conoscerci anche in un periodo in cui creare un legame sembrava impossibile e
grazie per aver ceduto al mio bisogno di fare team building, anche a costo di perdere
la reputazione col mondo (https://sites.google.com/view/dinamici-a-roma-tre/
home?authuser=0).

All’interno di questo gruppo tengo a ringraziare delle persone in particolare.
Grazie Je per tutto il tempo che mi hai donato; Sono sempre stata convinta che non
ringraziamo mai abbastanza per il tempo che gli altri ci prestano, non gli diamo l’importanza
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frontarli. Grazie per il tuo buttare là profezie che ormai abbiamo capito essere destinate
ad accadere. Oggi ti ringrazio come amico, la prossima volta pare che dovrò fare una
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Chapter 1

Functional setting

In this chapter we introduce some spaces that we will use along the proofs of chapters 2
and 3. In particular, we will work on scales of Sobolev spaces on the torus Hs(Td) and
with operators that are linear and bounded between these spaces.
In the first Section we will introduce a first type of operators, the majortant operators,
that guarantees us a more strong structure. We will also introduce an operator that will
behave like the commutator with the derivative.
In the second Section we will introduce the Decay norm that we will use in the application
on the Airy equation (see the Section 3.2). We will see that this norm satisfies an
important property that we will call tameness. Then we will generalize this property in
the third Section, defining a general class of ”tame” operator. We will use this space for
the second KAM Theorem.

1.1 Space of sequences and majorant operators

We work in the setting of Lipschitz families of linear operators on the scale of Hilbert
spaces:

hs ≡ hs(Zd) :=

{
{uk}k∈Zd : |u|2s :=

∑
〈k〉2s|uk|2 <∞

}
, 〈k〉 := max{|k|, 1} .

Remark 1.1.1. In our notation hs(Zd) is a sequence space contained in `2(Zd,C). Of
course working of sequence spaces is equivalent to the usual functions space definitions,
provided that one works in the Fourier basis

(
eik·θ)

k∈Zd. This gives the identification

(uk)k∈Zd ! u(θ) =
∑
k∈Zd

uke
iθ·k

With this notation the norm | · |s is equivalent to the usual Sobolev norm on functions.

Remark 1.1.2. If s > d
2 the norm | · |s satisfies the algebra and the tameness properties.

Following the notations on function spaces, given u, v ∈ hs(Zd) we denote by uv the
convolution of the sequences (uv)k :=

∑
h∈Zd uhvk−h.
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− for u, v ∈ hs |uv|s ≤ |u|s|v|s

− for s1 > s > d
2 and for u, v ∈ hs |uv|s1 ≤ c(s)|u|s1 |v|s + c(s1)|u|s|v|s1, the

constants can be explicitly computed (see [BBM14] and reference therein).

Denoting by e(k) the standard orthonormal basis of `2(Zd) = h0(Zd) (namely e
(k)
k′ :=

δk,k′), we may identify an operator with the matrix coefficients Mk′
k := Me(k′) ·e(k), where

· denotes the `2-scalar product. In the space L(hs, hs
′
) of bounded linear operators from

hs to hs
′

we use the standard operator norm

‖M‖s,s′ := sup
|u|s≤1

|Mu|s′ .

Lemma 1.1.3. Let A ∈ L(hs+β, hs+β) such that A∂βx ∈ L(hs+β, hs+β), then A is smooth-
ing and A ∈ L(hs, hs+β). Moreover

‖A‖s,s+β = ‖A∂βx‖s+β,s+β + ‖A‖s+β,s+β (1.1.1)

Definition 1.1.4. Given an infinite matrix M we define its majorant matrix M as1

(M)k
′
k := |Mk′

k | .

Definition 1.1.5. We define the space of bounded majorant linear operators as

M(hs, hs
′
) := {M ∈ L(hs, hs

′
) s.t. |M |s,s′ <∞} ,

where
|M |s,s′ := ‖M‖s,s′ .

is called majorant operator norm.

Remark 1.1.6. One has that

|M |s,s′ ≥ ‖M‖s,s′ .

Moreover M(hs, hs
′
) endowed with the norm | · |s,s′ is a Banach space.

We have a partial ordering relation i.e.

M 4 N ⇔ M 4 N ⇔ |Mk′
k | ≤ |Nk′

k | ∀k, k′ .

Note that
M 4 N =⇒ |M |s,s′ ≤ |N |s,s′ .

and that
MN 4M N = M N .

This implies that M(hs, hs) is a Banach algebra, namely

|MN |s ≤ |M |s|N |s .
1This is defined in terms of a preferred basis, say the standard `2-basis above, on the other hand the

other definitions are intrinsic.
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Definition 1.1.7. For every 1 ≤ h ≤ d, we define the operator dh:

(M)k
′
k → (dhM)k

′
k := i(kh − k′h)Mk′

k

and the operator 〈dh〉

(M)k
′
k → (〈dh〉M)k

′
k := 〈kh − k′h〉Mk′

k

Remark 1.1.8. i. dhM = −ad(∂h)M = [∂h,M ]2 , ∂h := diagk∈Zd i kh .

ii. Note that it is in general not true that dh maps bounded matrices into bounded
matrices.

iii. Note that dh satisfies the Leibniz rule

dh(MN) = dh(M)N +Mdh(N) .

iv. Note that M � 〈d〉M = 〈d〉M

v. Note that 〈d〉A � A+
∑

h dhA

Let us finally denote by dbh the composition of dh with itself b times

(dbhM)k
′
k = ib(kh − k′h)bMk′

k .

and in the same way
(〈dh〉bM)k

′
k = 〈kh − k′h〉bMk′

k

iv and v of remark 1.1.8 hold also for dbh.
We now state a crucial result that allows to move from the majorant norm to the operator
norm. The proof of that result is the Appendix.

Proposition 1.1.9. (L. Biasco) Let A, dβhA ∈ L(hs, hs
′
) for every 1 ≤ h ≤ d, and

β := [d/2] + 1 ,

then A ∈M(hs, hs
′
) (i.e. A ∈ L(hs, hs

′
)) and

|A|s,s′ ≤ ‖A‖s,s′ + cd
∑

1≤h≤d
‖dβhA‖s,s′ ≤ Cd(‖A‖s,s′+β + ‖A‖s−β,s′) , (1.1.2)

for a suitable cd, Cd > 1.

Lemma 1.1.10. For b, n ≥ 1 and 1 ≤ h ≤ d, we have the following estimates

|ad(A)nB|s,s ≤ 2n|A|ns,s|B|s,s , (1.1.3)

|〈d〉b[A,B]|s,s ≤ 2b+1(|〈d〉bA|s,s|B|s,s + |A|s,s|〈d〉bB|s,s) , (1.1.4)

|〈d〉bad(A)nB|s,s ≤ 2n(b+1)(n|〈d〉bA|s,s|A|n−1
s,s |B|s,s + |A|ns,s|〈d〉bB|s,s) (1.1.5)

2We denote ad(A)B := [B,A].
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Proof. We have that

|[A,B]|s,s ≤ 2|A|s,s|B|s,s ,

then (1.1.3) follows by induction over n. (1.1.4) follows by

|kh−k′h|b|
∑
j

AjkB
k′
j | ≤

∑
j:|kh−jh|≤|jh−k′h|

(2|jh−k′h|)b|A
j
k||B

k′
j |+

∑
j: |kh−jh|≥|jh−k′h|

(2|kh−jh|)b|Ajk||B
k′
j |.

Finally (1.1.5) follows by induction over n, (1.1.3) and (1.1.4).

Definition 1.1.11. We define the projections3

(ΠKM)k
′
k :=

{
Mk′
k if |k − k′| ≤ K

0 otherwise
Π⊥K = I−ΠK .

Note that

ΠKM, Π⊥KM 4 M . (1.1.6)

Lemma 1.1.12. Let K ∈ N, then

|Π⊥KM |s,s′ ≤ K−1|dM |s,s′ .

Proof. We have that

Π⊥KM 4 K
−1

d∑
h=1

dhM .

Lipschitz families of matrices Given ξ ∈ O compact set of Rn, we consider a Lipschitz
family O 3 ξ 7→M(ξ) of bounded operators and for γ ≥ 0,.

Definition 1.1.13. We define the Lipschitz norm

|M |lip,Os,s′ := sup
ξ 6=η∈O

|M(ξ)−M(η)|s,s′
|ξ − η|

and the weighted Lipschitz norms

|M |γ,Os,s′ := sup
ξ∈O
|M(ξ)|s,s′ + γ sup

ξ 6=η∈O

|M(ξ)−M(η)|s,s′
|ξ − η|

.

By ‖ · ‖γ,Os,s′ we shall define the weighted Lipschitz norm corresponding to the usual
operator norm ‖ · ‖s,s′ .

Remark 1.1.14. By definition we immediately have that the weighted Lipschitz norm
satisfies the same bounds of Lemma 1.1.10.

3This is an intrinsic definition.
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Lemma 1.1.15. (Monotonicity of the norm | · |
γ
M
,O

s,s′ ).

M1 > M2 =⇒ |A|
γ
M1

,O
s,s′ < |A|

γ
M2

,O
s,s′

γ1 > γ2 =⇒ |A|
γ1
M
,O

s,s′ > |A|
γ1
M
,O

s,s′

O1 ⊂ O2 =⇒ |A|
γ
M
,O1

s,s′ > |A|
γ
M
,O2

s,s′

As the same way we define the weighted lipschitz norms for lipiscitz functions f(ξ) ∈ hs

|f |γ,Os := sup
ξ∈O
|f(ξ)|s,s′ + γ sup

ξ 6=η∈O

|f(ξ)− f(η)|s,s′
|ξ − η|

.

1.2 Decay Norm

We now introduce a special class of linear operators with ”off-diagonal” decay. We shall
prove that this property guarantees the boundness in majorant norm and some ”tame
estimates”.
This space of operators is defined by the s-decay norm defined as follow:

|A|dec
s :=

∑
h∈Zd
〈h〉2s sup

i−j=h
|Aji |

2

1/2

. (1.2.1)

Note that
|A|dec

s = |A|dec
s .

In the following Lemma we prove that the decay norm control the majorant norm intro-
duced in the previous Section.

Lemma 1.2.1. For A ∈M(hs, hs) we have that

|A|s,s ≤ C(s)|A|dec
s . (1.2.2)

Proof. Let a ∈ hs with ah := supi−j=h |A
j
i |. Note that |a|s = |A|dec

s . Given u ∈ hs, define
u ∈ hs through uh := |uh|. Note that |u|s = |u|s. Then

|Au|2s =
∑
i

〈i〉2s
∣∣∣∣∣∣
∑
j

Ajiuj

∣∣∣∣∣∣
2

≤
∑
i

〈i〉2s
∣∣∣∣∣∣
∑
j

ai−juj

∣∣∣∣∣∣
2

= |au|2s ≤ (C(s)|a|s|u|s)2

since hs is a Banach algebra when s > d/2, see Remark 1.1.2.

Informally a matrix with bounded decay norm is a linear operator which can be ”well
approxiamted” by the multiplication operator Ma : u 7→ au according to the definitions
of Remark 1.1.2. Using the Fourier series to identify hs with Hs, the operator is u(θ) 7→
a(θ)u(θ), where a(θ) ∈ Hs is the function associated to the sequence a ∈ hs.
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Remark 1.2.2. Note that by the reasoning above, given v ∈ hs with s > d/2, the
multiplication operator Mv : u 7→ vu is bounded in decay norm with

|Mv|dec
s = |v|s .

Let us define the Lipschitz decay norm

|M |dec,lip,O
s := sup

ξ 6=η∈O

|M(ξ)−M(η)|dec
s

|ξ − η|

and the weighted Lipschitz decay norms

|M |dec,γ,O
s := sup

ξ∈O
|M(ξ)|dec

s + γ sup
ξ 6=η∈O

|M(ξ)−M(η)|dec
s

|ξ − η|
.

The following is a technical Lemma with the properties of the s-decay norm. The proof
can be found in the Appendix of [BBM14].

Lemma 1.2.3. Let s0 >
d
2

i. Alegebra |MN |dec,γ,O
s0 ≤ C(s0)|M |dec,γ,O

s0 |N |dec,γ,O
s0 for all M,N ∈M(hs0 , hs0)

ii. Interpolation For s > s0 one has for all M,N ∈M(hs0 , hs0)

|MN |dec,γ,O
s ≤ C(s)|M |dec,γ,O

s0 |N |dec,γ,O
s + C(s0)|M |dec,γ,O

s |N |dec,γ,O
s0

iii. Smoothing For b > 0 one has |Π⊥KM |
dec,γ,O
s ≤ K−b|M |dec,γ,O

s+b

iv. Tameness |〈d〉bA|dec
s ≤ |A|dec

s+b

Definition 1.2.4. We say that a scale of Banach algebras (Bs, | · |s) satisfies the (asym-
metric) tameness product property, if for s > s0

|AB|s ≤ C(s0)|A|s|B|s0 + C(s)|A|s0 |B|s ∀A,B ∈ B.

Lemma 1.2.5. Let’s consider a Banach algebra Bs of operators with the (asymmetric)
tameness product property as above.Then for all k ≥ 2 one has

|Ak|s0 ≤ (2C(s0))k−1|A|ks0

|Ak|s ≤ kC(s)(2C(s0))k−2|A|k−1
s0 |A|s

Proof. Both follow by induction on k and from the properties of the decay norm.

The tame product property has the following very important property w.r.t. totally
convergent power series .
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Lemma 1.2.6. Under the hypotheses of the previous Lemma, given a complex sequence
{mk}k∈N and A ∈ Bs with

|A|s0 <
1

2C(s0)
lim inf

k
|mk|−

1
k ,

we have that there exists4

B :=
∞∑
k=0

mkA
k .

Moreover

|B|s ≤ |m0|+ C(s)|A|s
∞∑
k=1

|mk| k(2C(s0)|A|s0)k−1 <∞ .

Lemma 1.2.7. The spaces of linear operators hs → hs with bounded s-decay norm
form a scale of Banach algebras with the tame product property, with C(s) equal to the
constants c(s) in Remark 1.1.2.

1.2.1 Töplitz in time Operator

In view of the application of the Theorem 3, we introduce a special class of operators
which behave as multiplication operators w.r.t. the ”time variables” ϕ ∈ Td−1.

Definition 1.2.8. We say that an operator P is Töplitz in time if for all h ∈ Zd−1 one
has

P k
′

k = P
(l′,j′)
(l,j) = P

(l′+h,j′)
(l+h,j) k = (l, j) ∈ Zd−1 × Z

or equivalently if it can be written in the form

P k
′

k = Pj
′

j (l − l′), k = (l, j) ∈ Zd−1 × Z .

The two definitions are equivalent by just setting Pj
′

j (l) := P
(0,j′)
(l,j) for all l ∈ Zd−1, indeed

Pj
′

j (l− l′) = P
(0,j′)
(l−l′,j) = P

(l′,j′)
(l,j) (by using the first definition with h = l′). In the following

Lemma we provide an example of an operator töplitz both in space and time.

Lemma 1.2.9 (Multiplication operator). Let V =
∑

k Vkek. The multiplication operator

h 7→ V h is represented by the Töplitz matrix T j
′

j = Vj−j′ and

|T |dec
s = |V |s .

Moreover if, given ξ ∈ O, V (ξ) is a Lipschitz family of functions, then

|T |dec,γ,O
s = |V |γ,Os .

4The series converges in the norm of Bs in the sense that there exists limn→∞
∑n
k=0 mkA

k.
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An example of a Töplitz in time operator is then for instance an operator of the form
TA where T is defined in the Lemma above, while A is ”time independent” in the sense
that Ak

′
k does not depend on the indexes l, l′.

Note that if P is a Töplitz in time operator with finite decay norm then:

|P|dec
s =

 ∑
l∈Zd−1,j∈Z

〈l, j〉2s sup
j1−j′2=j

|Pj
′
2
j1

(l)|2
1/2

.

Remark 1.2.10. We can identify the matrix P with a one-parameter family of operators
acting on hs(Z) depending on the angle ϕ, namely

Pj
′

j (ϕ) =
∑

h∈Zd−1

Pj
′

j (h)eih·ϕ

This means that P is a map from Td−1 to M(hs(Z), hs(Z)) where

hs(Z) := {(uj)j∈Z : |u|2s :=
∑
j∈Z
〈j〉2s|uj |2 <∞} .

Conversely, if we consider a sufficiently regular map A from Td−1 to M(hs(Z), hs(Z)),
we can always associate to it a Töplitz in time operator A acting on M(hs(Zd), hs(Zd)).

We have hence shown that the space of the (sufficiently regular) maps from Td−1 to
M(hs(Z), hs(Z)) is identified with the subspace of M(hs(Zd), hs(Zd)). We denote this by
P! P

Moreover the following Lemma holds:

Lemma 1.2.11. Consider P as above and define Ns(ϕ) := |P(ϕ)|s,s to be the majorant
operator norm of P(ϕ) on hs(Z). One has

sup
ϕ∈Td−1

|P(ϕ)|s,s ≤ |P |dec
s , |Ns(ϕ)|Hs1 (Td−1) ≤ |P |dec

s+s1

Note that if for every ϕ the operator A(ϕ) is invertible, then the associated operator A
is invertible and A−1 ! A−1.

Remark 1.2.12. A notable property of this identification is behaviour with respect to
commutator with time derivatives. For simplicity let us consider the angle ϕ1 starting
with L! L. Define N := [∂ϕ1 , L]. An explicit computation give

N
(j′,l′)
(j,l) = i(l1 − l′1)L

(j′,l′)
(j,l) = i(l1 − l′1)Lj

′

j (l − l′)

Hence N is Töplitz in time and N! N = ∂ϕ1L. By linearity this holds for every linear
combination of ∂ϕi.
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Lemma 1.2.13. The family T of the Töplitz in time operator is an Algebra.

Let us consider an operator of the form Λ0 +P0 with Λ0 = diagλ
(0)
k . With the Theorem

5 we prove that there exist a change of variables that diagonalize that operator, namely
that there exists L such that in a certain set of parameters

U−1(Λ0 + P0)U = Λ∞ Λ∞ := diagλ
(∞)
k .

In view of applications to PDE’s we to prove that if the initial eigenvalues λ
(0)
k are

linear respect l5 as in (10) and the perturbation is Töpliz in time then also the change of
variables U is Töplitz in time. To this purpose we need the following technical Lemmata.

Lemma 1.2.14. Let P be a Töplitz in time operator and let λk be linear in l. Then A,
defined as

Ak
′
k :=

P k
′

k

λk − λk′
is a Töplitz in time operator.

Lemma 1.2.15. Let P be a Töplitz in time operator. Then ΠKP is Töplitz in time
operator.

Lemma 1.2.16. Let P and Q be a Töplitz in time operators. Then [P,Q] is Töplitz in
time operator.

Lemma 1.2.17. Let P be a Töplitz in time operator. Then eP is Töplitz in time
operator.

We omit the proof of this Lemmata since they easly follow by definition.

1.3 A general class of ”tame” operators

Now we introduce a further class of operators that satisfies the tame property of Defi-
nition 1.2.4, just like the decay norm defined in (1.2.1) but containing a wider class of
operators.
We will use this class to prove a diagonalization algorithm in ”high norm”, namely start
from an operator Λ0+P0 with Λ0 diagonal and with simple eigenvalues and P0 with some
smallness conditions and assume that it is conjugated to a diagonal form by L, we study
the relationship between the regularity of P0 and the one of L. Note that if we know
that P0 is small in some norm | · |s then the change of variable U is clearly also bounded
in the same norm and the point of the property 1.2.4 is to prove the convergence of the
algorithm in high norm by requiring only the smallness condition on the low norm | · |s0 .
This kind of phenomena can be seen in a simple context, for instance in Lemma 1.2.6.
In KAM algorithm to prove such results in high norm one either needs to control P0 in
decay norm or one introduce the class of modulo tame operators.

5Recall that we are splitting k ∈ Zd as (l, j) with l ∈ Zd−1, j ∈ Z
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Definition 1.3.1. We say that a linear operator A is tame w.r.t. a non-decreasing
sequence {MA(s)}s1s=s0 if

‖Au‖s ≤MA(s)‖u‖s0 + MA(s0)‖u‖s u ∈ hs , (1.3.1)

for any s0 ≤ s ≤ s1. We call MA(s) a tame constant for the operator A. We say that
a linear operator A is modulo-tame if A is tame.

Fix s0 > d/2. For s ≥ s0 let us consider the Banach space

Ms0,s :=
⋂

s0≤p≤s
M(hp, hp) endowed with the norm | · |Ms0,s

:= sup
s0≤p≤s

| · |p,p .

Remark 1.3.2. Note that in the definition 1.3.1 we can take as MA(s) = sups0≤s≤s1 |A|s,s
This means that all the operators in Ms0,s1 are modulo tame.

Since in KAM algorithm we need smallness condition on MA(s0), the idea is to look for
the ”best possible” constants.
The purpose of this Section is to define a class of operator that behave as the modulo
tame operators but that form a Banach space.

Note that for s′ ≥ s we have

Ms0,s′ ⊆Ms0,s , with | · |Ms0,s
≤ | · |Ms0,s

′ ,

namely a scale of Banach spaces. Moreover every Ms0,s is a Banach algebra

|M1M2|Ms0,s
≤ |M1|Ms0,s

|M2|Ms0,s
.

Definition 1.3.3. Fix s1 > s0, for every s ≥ s0 we define the vector space6 Es = Es,s0,s1
as the space whose elements are the couples

A = (M,R) : M ∈Ms0,s1 , R ∈M(hs0 , hs)

with finite norm

||| (M,R) |||s = ||| (M,R) |||s,s0,s1 := sup
s0≤p≤s1

|M |p,p + |R|s0,s . (1.3.2)

Remark 1.3.4. Note that Es,s0,s1, endowed with the above norm, are scales of Banach
spaces:

s0 ≤ s′0 < s′1 ≤ s1 , s
′
0 ≤ s′ ≤ s =⇒ Es,s0,s1 ⊆ Es′,s′0,s′1 , ||| · |||s′,s′0,s′1 ≤ ||| · |||s,s0,s1 .

s < s′ =⇒ ||| · |||s,s0,s1 ≤ ||| · |||s′,s0,s1 .
s0 < s′0 =⇒ ||| · |||s,s0,s1 ≥ ||| · |||s,s′0,s1 .

s1 < s′1 =⇒ ||| · |||s,s0,s1 ≤ ||| · |||s,s0,s′1 .
6With sum (M1, R1) + (M2, R2) := (M1 + M2, R1 + R2) and multiplication by a scalar k(M,R) :=

(kM, kR).
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Definition 1.3.5. We define the (associative but non commutative) product

(M1, R1) ? (M2, R2) := (M1M2,M1R2 +R1M2 +R1R2) .

We denote Ak := A ? · · · ? A, k times, and I = (I, 0) as the identity.

Lemma 1.3.6. For A1 := (M1, R1), A2 := (M2, R2) ∈ Es, we get the tame product
property7 as in Definition 1.2.4 with constants C(s) = 1:

s0 ≤ s ≤ s1 =⇒ |||A1 ? A2 |||s ≤ |||A1 |||s0 |||A2 |||s + |||A1 |||s|||A2 |||s0 .

Proof.

||| (M1, R1) ? (M2, R2) |||s = sup
s0≤p≤s1

|M1M2|p,p + |M1R2 +R1M2 +R1R2|s0,s

|R1|s0,s|R2|s0,s0 + |R1|s0,s|M2|s0,s0 + |M1|s,s|R2|s0,s + sup
s0≤p≤s1

|M1|p,p|M2|p,p

≤ ||| (R1,M1) |||s0 ||| (R2,M2) |||s + ||| (R1,M1) |||s||| (R2,M2) |||s0

In Es we have a partial ordering

(M1, R1) 4 (M2, R2) ⇔ M1 4M2 , R1 4 R2 . (1.3.3)

Lemma 1.3.7. For k ≥ 1 and s ≥ s0, we have

|||Ak |||s ≤ 2k−1|||A |||k−1
s0
|||A |||s . (1.3.4)

Lemma 1.3.8. Given a complex sequence {mk}k∈N and A ∈ Es, s ≥ s0 with

|||A |||s0 <
1

2
lim inf

k
|mk|−

1
k ,

we have that there exists8

B :=

∞∑
k=0

mkA
k .

Moreover

|||B |||s ≤ |m0|+ |||A |||s
∞∑
k=1

|mk| 2k−1 |||A |||k−1
s0

<∞ .

7In particular this implies that Es,s0,s1 is a Banach algebra for s0 ≤ s ≤ s1.
8The series converges in the norm of Es in the sense that there exists limn→∞

∑n
k=0 mkA

k.
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Definition 1.3.9. For s0 ≤ s ≤ s1, we define the bounded linear operator S : Es =
Es,s0,s1 →Ms0,s defined as

S(M,R) := M +R .

In particular

‖S‖L(Es,Ms0,s)
= 1 , for s0 ≤ s ≤ s1 , (1.3.5)

since

|S(M,R)|Ms0,s
= |M+R|Ms0,s

= sup
s0≤p≤s

|M+R|p,p ≤ ||| (M,R) |||s,s0,s1 , for s0 ≤ s ≤ s1 .

Remark 1.3.10. Note that if A = S(A) then A is tame modulus, according to Definition
1.3.1, with constants MA(s) = ||| A |||s. Indeed setting A = (M,R) we have

|Au|s ≤ |M |s,s|u|s + |R|s0,s|u|s0 ≤ sup
s0≤p≤s1

|M |p,p|u|s + |R|s0,s|u|s0 ≤ ||| A |||s0 |u|s + ||| A |||s|u|s0

Note that, beside the sum, S also preserves the product:

S(A ? B) = (SA) · (SB) . (1.3.6)

Remark 1.3.11. By continuity of S,

SB =
∞∑
k=0

mk(SA)k. (1.3.7)

Notice that S is not injective.

We remark that since Ms0, s1 ∩M(hs0 , hs) 6= ∅, given any operator A in Ms0,s1 and
any R ∈Ms0,s1 ∩M(hs0 , hs) then the operator (A−R,R) ∈ Es and S(A−R,R) = A.

1.3.1 Properties of Es

Recalling the definition of dh and of d in 1.1.7 and the definition of ΠK in 1.1.11, with
abuse of notation we define for A = (M,R) ∈ Es the operators

dhA := (dhM, dhR) , ΠKA := (ΠKM,ΠKR) , 〈d〉A := (〈d〉M, 〈d〉R)

Lemma 1.3.12. For A,B ∈ Es we have the bounds

|||Π⊥KA |||s ≤ K
−1

d∑
h=1

||| dhA |||s := K−1||| dA |||s

|||Π⊥KA |||s ≤ K
−b||| 〈d〉bA |||s

13



Lemma 1.3.13. For any A = (M,R) we define the linear operator Es → Es

adA : B → A ? B −B ? A

Then

|||A ? B |||s ≤ |||A |||s0 |||B |||s + |||A |||s|||B |||s0

||| (adA)B |||s ≤ 2
(
|||A |||s0 |||B |||s + |||A |||s|||B |||s0

)
||| (adA)kB |||s ≤ 2k

(
|||A |||ks0 |||B |||s + k|||A |||k−1

s0
|||A |||s|||A |||s0

)
Set

U = 〈d〉b(adA)kB

then U satisfies the bounds

|||U |||s ≤ 2k(b+1)k
(
||| 〈d〉bA |||s|||A |||

k−1
s0
|||B |||s0 + |||A |||s|||A |||

k−1
s0
||| 〈d〉bB |||s0 + ||| 〈d〉bA |||s0 |||A |||

k−1
s0
|||B |||s

)
+ 2k(b+1)

(
k(k − 1)|||A |||s|||A |||

k−2
s0
||| 〈d〉bA |||s0 |||B |||s0 + |||A |||ks0 ||| 〈d〉

bB |||s
)

The proof of this Lemma is in the Appendix.

Given a Lipschitz family of couples (M,R) we define as usual the weighted Lipschitz
norms

|||A |||γ,Os := sup
s0≤p≤s1

|M |γ,Op,p + |R|γ,Os0,s

where we recall that

|A|γ,Os,s′ := sup
ξ∈O
|A(ξ)|s,s′ + γ sup

ξ 6=η∈O

|A(ξ)−A(η)|s,s′
|ξ − η|

Remark 1.3.14. By definition we immediately have that the weighted Lipschitz norm
satisfies the same bounds of Lemma 1.3.13

1.3.2 A ”good” decomposition

In this Section we show an example of non trivial operators in SEs. We indeed show
that an element with finite decay norm is in SEs with a nice control of the norm.
Given L ∈M(hs, hs) we set

(LB)k
′
k :=

{
Lk
′
k if |k − k′| < |k|/2

0 otherwise
and (LU )k

′
k :=

{
Lk
′
k if |k − k′| > |k|/2

0 otherwise

The first term is known as the Bony part and we will call the second one the Ultraviolet
part.
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For s ≥ s0 we have

|LB|s,s ≤ 2s−s0 |L|s0,s0 , |LU |s0,s ≤ 2sC(s0)|L|dec
s . (1.3.8)

Indeed, given u ∈ hs we have∑
k

〈k〉2s(
∑

k′:|k−k′|≤|k|/2

|Lk′k ||uk′ |)2 =
∑
k

〈k〉2s0(
∑

k′:|k−k′|≤|k|/2

|Lk′k |〈k〉s−s0 |uk′ |)2

≤ 22(s−s0)
∑
k

〈k〉2s0(
∑
k′

|Lk′k |〈k′〉s−s0 |uk′ |)2 = 22(s−s0)|Lũ|2s0 ≤ 22(s−s0)|L|2s0,s0 |ũ|
2
s0

since |k| ≤ 2|k′| and defining ũ as ũk := 〈k〉s−s0 |uk|, so that |ũ|s0 = |u|s. This prove the
estimate on LB.
Given u ∈ hs0 , by the Cauchy-Schwarz inequality∑

k

〈k〉2s(
∑

k′:|k−k′|>|k|/2

|Lk′k ||uk′ |)2 =
∑
k

(
∑

k′:|k−k′|>|k|/2

〈k〉s|k − k′|s

|k − k′|s〈k′〉s0
|Lk′k |〈k′〉s0 |uk′ |)2

≤ 22s
∑
k

(
∑
k′

|k − k′|s

〈k′〉s0
|Lk′k |〈k′〉s0 |uk′ |)2 ≤ 22s|u|2s0

∑
k

∑
k′

|k − k′|2s

〈k′〉2s0
|Lk′k |2

= 22s|u|2s0
∑
k′

1

〈k′〉2s0
∑
k

|k − k′|2s|Lk′k |2 ≤ 22s|u|2s0
∑
k′

1

〈k′〉2s0
∑
h

〈h〉2s sup
k−k′=h

|Lk′k |2 .

Lemma 1.3.15. Let L ∈M(hs, hs) be an operator with finite s-decay norm, then there
exists an operator AL ∈ Es such that SAL = L and

|||AL |||s,s0,s1 ≤ 2s1−s0 |L|s0,s0 + 2sC(s0)|L|dec
s ≤ c(s, s0, s1)|L|dec

s , (1.3.9)

with c(s, s0, s1) := 2s1−s0 + 2sC(s0).

Proof. We set
AL := (LB, LU ) , so that SAL = L .

By (1.3.8) and (1.2.2)

|||AL |||s,s0,s1 ≤ 2s1−s0 |L|s0,s0 + 2sC(s0)|L|dec
s ≤ c(s, s0, s1)|L|dec

s , (1.3.10)

with c(s, s0, s1) := 2s1−s0 + 2sC(s0) .

Remark 1.3.16. We expect that the class of operator that are in SEs is larger than the
class of operators with finite decay norm. Indeed, if we consider the operator cα∂

−N
x as

in 4 we are not able to say that it has finite decay norm. On the other hand, we can
calculate the modulo tame constant and also show in Lemma 3.3.1 that it is in SEs. The
estimates on these norms are sufficiently sharp to apply the KAM algorithm in ”high
norm”.
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Chapter 2

Diagonalization

2.1 Abstract KAM algorithm

Let n, d ∈ N, consider O0 an open set of Rn, fix M0, γ > 0, s0 >
d
2 and a lipschitz family

of operators of the form
O0 3 ξ 7→ Λ0(ξ) + P0(ξ) (2.1.1)

with the following properties:

− (H1) the operator Λ0 has the form

Λ0(ξ) = diagk∈Zd(λ
(0)
k (ξ))

where λ
(0)
k (ξ) ∈ C for all k ∈ Zd and

1. λ
(0)
k 6= λ

(0)
h for all k 6= h

2. |λh − λk|lip,O0 ≤ M0|h − k| where we recall that, given f lipschitz function,

|f |lip,O := supξ 6=η∈O
|f(ξ)−f(η)|
|ξ−η| .

− (H2) the operator 〈d〉bP0 ∈M(hs0 , hs0) for some b ≥ 1.

Recalling Definition 1.1.7, we define

δ0 := γ−1|〈d〉bP0|
γ
M
,O0

s0,s0 (2.1.2)

which is finite by (H2) and

ε0 := γ−1|P0|
γ
M
,O0

s0,s0 (2.1.3)

which is finite and bounded by δ0 by Remark 1.1.8 item iv.

Theorem 5. Fix τ > d − 1 and b > 4τ + 2. Consider an operator of the form (2.1.1)
such that (H1) and (H2) hold. Recalling the definitions (2.1.2), (2.1.3), there exists
ε? = ε?(d, τ, s0,M0, δ0) such that if

ε0 ≤ ε?
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then there exist Lipschitz functions λ
(∞)
j (ξ) defined for ξ ∈ O0 such that for any ξ in the

set

C := {ξ ∈ O0 : |λ(∞)
k − λ(∞)

k′ | > 2γ|k − k′|−τ 0 < |k − k′|} (2.1.4)

Λ(0) +P0 is diagonalizable in hs0, namely there exists a constant C = C(τ, b) and a linear
invertible change of variables U(ξ) such that

|U − I|γ,Cs0,s0 ≤ Cε0 ,

and
U−1(Λ0 + P0)U = Λ(∞) := diag(λ

(∞)
k )

Proof of the Theorem 1. By the first inequality of Lemma 1.1.9, the smallness condition
of Theorem 1 implies the one of the Theorem 5, of course provided that ε? is small
enough. The lower bound on b1 comes from the corresponding one on b.

Remark 2.1.1. Observe that A priori the Cantor set C in (2.1.4) could be empty. For
example, if the operator (2.1.1) does not satisfies the hypothesis (H1.1) then C is empty.

The proof of this Theorem is based on the following iteration
KAM reduction procedure Fix any K � 1 and consider any operator of the form

Λ(ξ) + P (ξ) , Λ(ξ) = diagk∈Zdλk(ξ) (2.1.5)

with Λ defined for ξ ∈ O0 and P defined in some compact set O ⊆ O0. Fix M so that

|λh − λk|lip,O0 ≤M |h− k| (2.1.6)

and assume that P satisfies

γ−1K2τ+1|P |
γ
M
,O

s0,s0 < 2−4b. (2.1.7)

Let

O(K)
Λ := {ξ ∈ O0 : |λk(ξ)− λk′(ξ)| > γ

〈
k − k′

〉−τ
, 0 < |k − k′| ≤ K}

and fix O+ = O(K)
Λ ∩ O.

We look for a solution A of the homological equation

[Λ, A] + ΠKP = [P ] , [P ] := diagk∈ZdP
k
k (2.1.8)

Starting from the operator in (2.1.5), we want to consider the change of variables gen-
erated by A, solution of the homological equation, and we want to determinate the
conjugated operator. To do this we need to prove that A is well defined and bounded,
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that it generates a change of variables Q = eA and look what we obtain when we conju-
gate. We will obtain an operator of the form

Q−1(Λ + P )Q =: Λ+(ξ) + P+(ξ)

where Λ+ will by define for ξ ∈ O+ ⊆ O0 while P+ will be of smaller norm. Since we
want that the new diagonal part is again defined on all O0, we will do an extension using
the Kiertzbraun Theorem1.

Lemma 2.1.2 (Homological Equation). For all ξ ∈ O+ there exists a unique solution
A of the (2.1.8). Moreover, A is majorant analytic with the bounds:

|A|
γ
M
,O+

s0,s0 ≤ γ−1K2τ+1|P |
γ
M
,O

s0,s0 , |〈d〉bA|
γ
M
,O+

s0,s0 ≤ γ−1K2τ+1(|〈d〉bP|
γ
M
,O

s0,s0 ) (2.1.9)

Proof. Since Λ = diagk∈Zdλk we have [Λ, A]k
′
k = (λk − λk′)Ak

′
k and (2.1.8) amounts to

(λk − λk′)Ak
′
k = P k

′
k −ΠKP

k′
k

whose solution is

Ak
′
k =

 Pk′k
λk−λk′

0 < |k − k′| ≤ K
0 otherwise

The estimates are obvious from the definitions, indeed for a = 0, b

〈d〉aA 4 γ−1Kτ 〈d〉aP , 〈d〉a∆ξA 4 γ
−1Kτ 〈d〉a∆ξP + γ−2MK2τ+1〈d〉aP . (2.1.10)

where by ∆ξf we denote the variation in ξ ∈ O, i.e

∆ξf =
|f(ξ)− f(η)|
|ξ − η|

, η ∈ O (2.1.11)

Having proved that A ∈ M(hs0 , hs0) for all ξ ∈ O+ , we consider Q := eA , which is in-
vertible and inM(hs0 , hs0). The following Lemma gives the properties of the conjugated
operator.

Lemma 2.1.3 (KAM step). Under the hypothesis and the notations of the KAM reduc-
tion procedure described above, the following holds:

− The change of variables Q := eA is well defined and invertible as a majorant
bounded operator from Hs0 to itself, with the bounds

|Q− I|
γ
M
,O+

s0,s0 ≤ 2|A|
γ
M
,O+

s0,s0 (2.1.12)

1See in the Appendix 7
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− There exists a diagonal operator Λ+(ξ) defined for ξ ∈ O0 such that for ξ ∈ O,

sup
k
|λk − λ+

k |
γ
M
,O0 ≤ |P|

γ
M
,O

s0,s0 (2.1.13)

where Λ+(ξ) = diag λ+
k (ξ), such that setting for ξ ∈ O+

Q−1 (Λ(ξ) + P (ξ))Q =: Λ+(ξ) + P+(ξ)

− The following bounds hold

|λ+
h − λ

+
k |

lip,O0 ≤M+|h− k| , M+ := M(1 + 2γ−1|P |
γ
M
,O

s0,s0 ) (2.1.14)

|P+|
γ

M+ ,O+

s0,s0 ≤ 4γ−1K2τ+1(|P |
γ
M
,O

s0,s0 )2 +K−b|〈d〉bP |
γ
M
,O

s0,s0 (2.1.15)

|〈d〉bP+|
γ

M+ ,O+

s0,s0 ≤ |〈d〉bP |
γ
M
,O

s0,s0 + 24bγ−1K2τ+1|P |
γ
M
,O

s0,s0 |〈d〉bP |
γ
M
,O

s0,s0 (2.1.16)

Proof. The first statement comes from the definition of Q and the bound (2.1.7).
By definition, recalling the Lemma A.4.1, for all ξ ∈ O+

Λ+ + P+ = e[·,A] (Λ + P ) = Λ + P + [Λ + P,A] +
∑
k≥2

ad(A)k

k!
(Λ + P )

= Λ + P + [Λ, A] + [P,A] +
∑
k≥2

ad(A)k

k!
Λ +

∑
k≥2

ad(A)k

k!
P

= Λ + P + [Λ, A] +
∑
k≥1

ad(A)k

(k + 1)!
[Λ, A] +

∑
k≥1

ad(A)k

k!
P .

Recalling that A solves the homological equation (2.1.8)

[Λ, A] = ΠKP − [ΠKP ] , [M ]k
′
k := δk,k′M

k′
k ,

for all ξ ∈ O+, we obtain

e[·,A] (Λ + P ) = Λ + P + [P ]−ΠKP +
∑
k≥1

ad(A)k

(k + 1)!
(ΠKP − [ΠKP ]) +

∑
k≥1

ad(A)k

k!
P

Now we set

P+ := Π⊥KP +
∑
k≥1

ad(A)k

k!
P −

∑
k≥2

ad(A)k−1

k!
(ΠKP − [ΠKP ]) . (2.1.17)

It remains to define Λ+. For ξ ∈ O+ we get directly λ+
k = λk + (P kk ). By Kirtzbraun’s

Theorem we extend P kk (which is defined only in O) to O0 preserving the norm ‖ · ‖
γ
M
,O.

We set λ+
k := λk + (P kk )ext. This proves (2.1.13), indeed by the definition of λ+

sup
k
|λ− λ+|

γ
M
,O0 = sup

k
|(P kk )est|

γ
M
,O0 = sup

k
|P kk |

γ
M
,O ≤ |P |

γ
M
,O

s0,s0 .
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and, with abuse of notation, calling Λ+ also the operator after the extension

Λ+ = Λ + [P ]ext.

The bounds on the Lipschitz variation of λ+
k follow directly.

From the definition on P and from the Lemma 1.1.10 we obtain the following estimates

|P+|
γ
M
,O+

s0,s0 ≤ K−b|〈d〉bP |
γ
M
,O

s0,s0 +
∑
k≥1

(2|A|
γ
M
,O+

s0,s0 )k

k!
|P |

γ
M
,O

s0,s0 +
∑
k≥2

(2|A|
γ
M
,O+

s0,s0 )k−1

k!
|P |

γ
M
,O

s0,s0

≤ K−b|〈d〉bP |
γ
M
,O

s0,s0 + 2|A|
γ
M
,O+

s0,s0

(∑
k≥1

(2|A|
γ
M
,O+

s0,s0 )k−1(
1

k!
+

1

(k + 1)!
)

)
|P |

γ
M
,O

s0,s0

|〈d〉bP+|
γ
M
,O+

s0,s0 ≤ |〈d〉bP |
γ
M
,O

s0,s0

+
∑
k≥1

2k(b+1)

k!

(
k|〈d〉bA|

γ
M
,O+

s0,s0 (|A|
γ
M
,O+

s0,s0 )k−1|P |
γ
M
,O

s0,s0 + (|A|
γ
M
,O+

s0,s0 )k|〈d〉bP |
γ
M
,O

s0,s0

)

+
∑
k≥1

2k(b+1)

(k + 1)!

(
k|〈d〉bA|

γ
M
,O+

s0,s0 (|A|
γ
M
,O+

s0,s0 )k−1|P |
γ
M
,O

s0,s0 + (|A|
γ
M
,O+

s0,s0 )k|〈d〉bP |
γ
M
,O

s0,s0

)

≤ 2b+1|〈d〉bA|
γ
M
,O+

s0,s0

(∑
k≥1

(2b+1A|
γ
M
,O+

s0,s0 )k−1(
1

(k − 1)!
+

k

(k + 1)!
)

)
|P |

γ
M
,O

s0,s0

+ 2b+1|A|
γ
M
,O+

s0,s0

(∑
k≥1

(2b+1A|
γ
M
,O+

s0,s0 )k−1(
1

k!
+

1

(k + 1)!
)

)
|〈d〉bP |

γ
M
,O

s0,s0

≤ 2b+1γ−1Kτ |〈d〉bP |
γ
M
,O

s0,s0 |P |
γ
M
,O

s0,s0

∑
k≥1

(2b+1A|
γ
M
,O+

s0,s0 )k−1m(k)

m(k) :=
( 1

(k − 1)!
+

k

(k + 1)!
+

1

k!
+

1

(k + 1)!

)
Of course the same bounds hold with M replaced by M+ (since M+ is larger).

Proposition 2.1.4 (KAM iteration). Fix any γ > 0, 1 < χ < 2 and τ > 0. Choose

c > 0 so that χ(2τ+1)
b < (2τ + 1)c < 2− χ (recall that b > (2τ + 1)χ by Theorem 5) For

any operator

L0 = Λ0 + P0 (2.1.18)

satisfying the same assumption of the Theorem 5 with

(ε?) := min
{ 1

4 supn≥0{2n+1e−χn}
,
( 1

24b+1C∗

) b
b−(2τ+1)

( 1

4δ0

) 2τ+1
b−(2τ+1)

}
,

where C∗ := supn≥0{2n+1e[1−c(2τ+1)]χn}
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Fix K0 such that (
4δ0

ε0

) 1
b

≤ K0 ≤
(

1

24b+1C∗ε0

) 1
2τ+1

.

Define

εn = ε0e
−χn and δn = δ0

n∑
j=0

2−j Kn := K0e
cχn Mn = M0

n∑
j=0

2−j .

Then one has recursively for n ≥ 1:
(S1)n Given

Ln−1 = Λn−1 + Pn−1

with Λn−1 = diagλ
(n−1)
k defined for all ξ ∈ O0 satisfying

|λ(n−1)
h − λ(n−1)

k |lip,O0 ≤Mn−1|h− k|

and Pn−1 defined for ξ ∈ On−1. We define2

On := OKn−1

Λn−1
∩ On−1

and for all ξ ∈ On we define An−1 as

(An−1)k
′
k =


(Pn−1)k

′
k

(λ
(n−1)
k −λ(n−1)

k′ )
0 < |k − k′| ≤ Kn−1

0 otherwise
. (2.1.19)

Then exist a diagonal operator

Λn(ξ) = diag(λ
(n)
k (ξ)) (2.1.20)

defined for ξ ∈ O0, and an operator Pn defined for ξ ∈ On such that setting Qn = eAn−1

and Ln := Q−1
n Ln−1Qn Then one has

Ln = Λn + Pn.

Moreover Qn : Hs0 → Hs0 and the following properties hold:

|An−1|
γ

Mn−1
,On

s0,s0 ≤ ε0K
2τ+1
n−1 ,

(2.1.21)

γ−1|Pn|
γ
Mn

,On
s0,s0 ≤ εn , γ−1|〈d〉bPn|

γ
Mn

,On
s0,s0 ≤ δn (2.1.22)

2where we recall that

O(K)
Λ := {ξ ∈ O0 : |λk(ξ)− λk′(ξ)| > γ

〈
k − k′

〉−τ
, 0 < |k − k′| ≤ K}
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(S2)n For n ≥ 1

|λ(n)
k − λ

(n−1)
k |

γ
Mn−1

,O0 ≤ γε0e
−χn , ∀ k ∈ Z. (2.1.23)

Thus for all ξ ∈ O0, λ
(n)
k is a Cauchy sequence in n uniformly in k. Moreover

|λ(n)
h − λ

(n)
k |

lip,O0 ≤Mn|h− k| .

(S3)n For all ξ ∈ On, the sequence of changes of variables

Un := Q1Q2 . . . Qn (2.1.24)

satisfy the following bound

|Un − Un−1|
γ
Mn

,On
s0,s0 ≤ Const.2−n

Proof. Item (S1)1 follows directly from Lemmata 2.1.2 and 2.1.3, from the choose of K0

that implies K2τ+1
0 ε0 < 2−4b so that formula (2.1.7) holds (recall that (2τ + 1)c < 1).

(S2)1, follows from Kirtzbraun and (S3)1 from formula (2.1.12).
We proceed by induction:
(S1)n+1. Since (2τ + 1)c < 1

γ−1K2τ+1
n |Pn|γ,Ons0,s0 ≤ K

2τ+1
0 ε0 < 2−4b ,

we can apply the Lemma 2.1.3 with Λ = Λn and P = Pn. So, with An defined in (2.1.19)

with n − 1  n, there exists a diagonal operator Λn+1(ξ) = diag(λ
(n+1)
k (ξ)) with the

eigenvalues λ
(n+1)
k (ξ) defined on O0 such that for ξ ∈ On+1

Q−1
n+1(Λn(ξ) + Pn(ξ))Qn+1 := Λn+1 + Pn+1 Qn+1 := eAn

The bounds (2.1.21) for An follow from (2.1.9) and from the bounds (2.1.22) on Pn. In
order to prove the bounds (2.1.22) for Pn+1 we use (2.1.15) and (2.1.16) and the bounds
(2.1.22) on Pn.

|Pn+1|
γ

Mn+1
,On+1

s0,s0 ≤ 4γ−1K2τ+1
n (|Pn|

γ
Mn

,On
s0,s0 )2 +K−bn |〈d〉bPn|

γ
Mn

,On
s0,s0 (2.1.25)

≤ 8γK2τ+1
0 ε2

0e
−χn[2−(2τ+1)c] + 4γK−b0 δ0e

−bcχn (2.1.26)

|〈d〉bPn+1|
γ

Mn+1
,On+1

s0,s0 ≤ |〈d〉bPn|
γ
Mn

,On
s0,s0 + 24bγ−1K2τ+1

n |Pn|
γ
Mn

,On
s0,s0 |〈d〉bPn|

γ
Mn

,On
s0,s0 (2.1.27)

≤ γδn + γ24bK2τ+1
n εn (2.1.28)

≤ γδ0

( n∑
j=0

2−j + 24b+1K2τ+1
0 ε0e

−[1−c(2τ+1)]χn
)

Let us verify that γ−1|Pn+1|
γ
Mn

,On+1

s0,s0 ≤ εn+1, indeed

8K2τ+1
0 ε2

0e
−χn[2−(2τ+1)c] + 4K−b0 δ0e

−χnbc ≤ ε0e
−χn+1
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is equivalent to

8K2τ+1
0 ε2

0e
−χn[2−(2τ+1)c−χ] + 4K−b0 δ0e

−χn(−χ+bc) ≤ ε0

2
+
ε0

2

Now the first bound follows by the definition of c, which reads 2− (2τ + 1)c−χ > 0 and
by the definition of K0 which implies ε0K

2τ+1
0 C∗ < 1. The second bound follows by the

definition of c which gives bc − χ ≥ 0 and again by the definition of K0 which implies
8K−b0 δ0 < ε0. In the same way

n∑
j=0

2−j + 24b+1K2τ+1
0 ε0e

−[1−c(2τ+1)]χn ≤
n+1∑
j=0

2−j .

Indeed, since (2τ +1)c < 2−χ implies c(2τ +1) < 1 and by the definition of K0 we have

n∑
j=0

2−j + 24b+1K2τ+1
0 ε0e

−[1−c(2τ+1)]χn ≤
n∑
j=0

2−j + 24b+1ε0
C∗

ε0
e−[1−c(2τ+1)]χn ≤

n+1∑
j=0

2−j

Moreover, if ε0 ≤ 1
4 supn≥0{2n+1e−χn} then we have that

Mn(1 + 2εn) = M0

n∑
i=0

2−i(1 + 2ε0e
−χn ≤Mn+1

Finally, to be sure that (
4δ0

ε0

) 1
b

≤ K0 ≤
(

1

24b+1C∗ε0

) 1
2τ+1

.

we need the hypothesis

ε0 ≤
( 1

24b+1C∗

) b
b−(2τ+1)

( 1

4δ0

) 2τ+1
b−(2τ+1)

, C∗ := sup
n≥0
{2n+1e[1−c(2τ+1)]χn}

(S2)n+1. By (2.1.13),

sup
k
|λ(n+1)
k − λ(n)

k |
γ
Mn

,O0 ≤ |Pn+1|
γ
Mn

,O0

s0,s0

The Lipschitz bound follows by 2.1.14 and the definition of ε0.
(S3)n+1

|Un+1 − Un|
γ

Mn+1
,On+1

s0,s0 ≤ |Un|
γ

Mn+1
,On+1

s0,s0 |Qn+1 − I|
γ

Mn+1
,On+1

s0,s0

≤ 2|An|
γ

Mn+1
,On+1

s0,s0

(
1 + |P0|

γ
M0

,O0

s0,s0

)
≤ 2γ−1K2τ+1

n+1 |Pn+1|
γ

Mn+1
,On+1

s0,s0

(
1 + |P0|

γ
M0

,O0

s0,s0

)
≤ 2K2τ+1

0 e−[1−c(2τ+1)]χn+1
ε0(1 + ε0)

≤ 2K2τ+1
0 2−[1−c(2τ+1)]χn+1

ε0(1 + ε0)

≤ 2−(n+1)K2τ+1
0 ε0 sup

k≥0

{
2−[1−c(2τ+1)]χk+1+k+3

}
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We define O∞ = ∩nUn. The sequence Un is Cauchy, in the sense

|Un − Un−1|
γ
M0

,O∞
s0,s0 < Const.2−n (2.1.29)

Let us now discuss the limit of the Cauchy sequences in (2.1.23) and (2.1.24).
We define for all k ∈ Zd

U := lim
n→∞

Un , λ
(∞)
k := lim

n→∞
λ

(n)
k .

Note that U is defined for ξ ∈ O∞, while λ
(∞)
k is defined for ξ ∈ O0.

Corollary 2.1.5. The operator U conjugates the operator L0 defined in (2.1.18) to a
diagonal operator.

Proof. By construction
U−1
n L0Un = Λn + Pn

with Un,Λn, Pn are defined respectively in (2.1.24), (2.1.20) and in (S1)n and with the
bound

|Pn|
γ
M
,On

s0,s0 ≤ ε0e
−χn → 0

Since U is the limit of Un,

U−1
n L0Un → U−1L0U = Λ∞

In the previous corollary we have constructed a diagonalizing change of variables for all
ξ in the intersection of On. In the following we show that such set contains the set C
defined in 2.1.4.

Corollary 2.1.6 (Final Eigenvalues). For all n ∈ N, k ∈ Zd

|λ(∞)
k − λ(n)

k |
γ

2M0
,O0 ≤ Cγε0e

χn

and consequently
C ⊂ ∩n≥1On

Proof.

|λ(∞)
k − λ(n)

k |
γ

2M0
,O0 = |

∑
h≥n

λ
(h+1)
k − λ(h)

k |
γ

2M0
,O0

≤
∑
h≥n
|λ(h+1)
k − λ(h)

k |
γ

2M0
,O0

(2.1.23)

≤ γε0

∑
h≥n

e−χ
h

= γε0e
−χn

(
1 +

∑
h≥n+1

eχ
n−χh

)
≤ γε0e

−χn
∑

h≥n+1

1

h2
h2eχ

n−χh

≤ γε0e
−χn( sup

h≥n+1
h2eχ

n−χh)
∑

h≥n+1

1

h2
≤ Cγε0e

−χn
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Let ξ ∈ C. For every n ∈ N

|λ(n)
k − λ

(n)
k′ | ≥ |λ

(∞)
k − λ(∞)

k′ | −
(
|λ(∞)
k − λ(n)

k |
γ

2M0
,O0 + |λ(∞)

k′ − λ
(n)
k′ |

γ
2M0

,O0
)

≥ 2γ|k − k′|−τ − 2Cγε0e
χn ≥ γ|k − k′|−τ + γK−τn − 2Cγε0e

χn ≥ γ|k − k′|−τ

Proof of Theorem 5. We apply the iteration Lemma 2.1.4 to Λ0 and P0. For the previous
corollaries we obtain the thesis.

Let us now consider a special class of operators, where we have a separation in ”space”
and ”time” variables. Set k = (l, j), l ∈ Zd−1, j ∈ Z and consider an operator L0 of the
form (2.1.1) satisfying al the hypotheses of Theorem 5, such that one has

λ(l,j) = iω · l + ∆j , P
(l′,j′)
(l,j) = Pj

′

j (l − l′) ,

that is P is Töplitz in time, following Definition 1.2.8.

Corollary 2.1.7. The change of variables U , which diagonalizes L0 is Töplitz in time

namely is of the form U
(l′,j′)
(l,j) = U j

′

j (l − l′) and the eigenvalues of L0 have the form

λ
(∞)
l,j = iω · l + ∆

(∞)
j .

Proof. We proceed by induction. Assume that Un−1, Pn−1 are Töplitz in time and that

λ
(n−1)
k = iω · `+ (∆n−1)j .

Since at the step n the change of variables is Un = Un−1Qn where Qn = eAn with An
defined in (2.1.19), by the Lemmata 1.2.13, 1.2.14, 1.2.15, 1.2.17 Un is Töplitz in time.
Similarly

λ
(n)
k := λ

(n−1)
k + (Pn)kk(0) = iω · `+ (∆n)j , ∆

(n)
j := ∆

(n−1)
j + (Pn)jj(0).

So, we have that limn→∞ Un is Töplitz in time and

∆
(∞)
j =

∞∑
n=0

(Pn)jj(0) .

2.2 Diagonalization algorithm in high norm

Let n, d ∈ N, consider O0 a compact set of Rn, fix M0, γ > 0 and 1 < χ < 2 and fix
s0, s1 so that

s1 > s0 >
d

2
. (2.2.1)

25



Consider a lipschitz family of operators of the form

O0 3 ξ 7→ L0 := Λ0(ξ) + P0(ξ) (2.2.2)

and assume that it satisfies

− (H1) (see page 16)

− (H2′) There exists the decomposition

P0 = S(P0)3 , P0 = (MP0 , RP0).

such the operator 〈d〉bP0 ∈ Es,s0,s1 (see the definition 1.3.3), for s0 ≤ s ≤ s1 and
some b ≥ 1

We define

ε̂0 := γ−1||| P0 |||
γ
M
,O0

s0,s0 δ̂0 := γ−1||| 〈d〉bP0 |||
γ
M
,O0

s0,s0
(2.2.3)

η0 := γ−1||| P0 |||
γ
M
,O0

s,s µ0 := γ−1||| 〈d〉bP0 |||
γ
M
,O0

s,s (2.2.4)

All the quantities above are finite by Remarks 1.1.8, 1.3.4.

Note that ε0 and δ0 defined respectively in (2.1.3) and (2.1.2) are smaller than the corre-
sponding ε̂0 and δ̂0.Therefore the operator L0 defined in (2.1.1) satisfies the hypotheses
of the Theorem 5. With an abuse of notation we shall not distinguish between ε̂0, δ̂0 and
ε0, δ.

We shall use the same notation in the following Theorem where we discuss the regularity
of U (that is the change of variables that diagonalizes L0). We recall that the Theorem
5, that we can apply since we have the bound in 1.3.10, ensures that U ∈M(hs0 , hs0).

Theorem 6. Given s0, s1 as in (2.2.1),τ as in the Theorem 5 and

b > max{4τ + 1 ,
(2τ + 1)χ

2− χ
}+ 1 .

, consider an operator of the form (2.1.1) such that (H1) and (H2′) hold. There exists
ε?? = ε??(d, τ, s0,M0, δ0, η0, µ0) ≤ ε? such that if

ε0 < ε??

then for all ξ ∈ C, defined in (2.1.4) the change of variables U(ξ) ∈M(hs, hs). Moreover
there exists U ∈ Es with U = SU such that

||| U− I |||γ,Cs0 ≤ C2ε0 (2.2.5)

||| U− I |||γ,Cs ≤ C2η0 (2.2.6)

3Recall that S(M,R):= M+R .
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Note that by the remark 1.3.10, (2.2.6) implies that U is modulo-tame with tameness
constants MU (s) bounded ||| U |||s
KAM reduction procedure We use the same KAM step as in 2.1.3, but we assume
stronger conditions on P.
Recall that in KAM reduction procedure of Section 2.1, given an operator L = Λ + P
as in (2.1.5) with Λ satisfying (2.1.6), we produce A as in Lemma 2.1.2. Denoting by
Q = eA we consider the conjugated operator L+ := Λ+ +P+ = Q−1LQ. In the following
Lemma we shall assume that P = S(P) and show that all the resulting operators are in
S(Es) with appropriate bounds.

Lemma 2.2.1 (KAM step). In the setting of Lemma 2.1.3, we assume that P = S(P)
with P = (MP, RP) and

24bγ−1K2τ+1||| P |||
γ
M
,O

s0 < 1 , ||| 〈d〉bP |||
γ
M
,O

s0
, ||| P |||

γ
M
,O

s , ||| 〈d〉bP |||
γ
M
,O

s <∞ . (2.2.7)

We use the notation of the Lemmata 2.1.2 and 2.1.3.
We have the following

− A = S(A) with the bounds:

||| 〈d〉bA |||
γ
M
,O+

s0
≤ γ−1K2τ+1(||| 〈d〉bP |||

γ
M
,O

s0
) , ||| A |||

γ
M
,O+

s ≤ γ−1K2τ+1||| P |||
γ
M
,O

s , ∀s0 ≤ s ≤ s1

(2.2.8)

− The change of variables Q = eA = S(Q) with Q = eA:

||| Q− I |||
γ
M
,O+

s ≤ 2||| A |||
γ
M
,O+

s , I = (I, 0) (2.2.9)

This implies that Q is well defined and invertible as a tame majorant bounded
operator from hs to itself.

− For ξ ∈ O+, we have P+ = S(P+) with the bounds

||| P+ |||
γ

M+ ,O+

s0
≤ 4γ−1K2τ+1(||| P |||

γ
M
,O

s0 )2 +K−b||| 〈d〉bP |||
γ
M
,O

s0
(2.2.10)

||| 〈d〉bP+ |||
γ

M+ ,O+

s0
≤ ||| 〈d〉bP |||

γ
M
,O

s0
+ 24bγ−1K2τ+1||| P |||

γ
M
,O

s0 ||| 〈d〉bP |||
γ
M
,O

s0

||| P+ |||
γ

M+ ,O+

s ≤ K−b||| 〈d〉bP |||
γ
M
,O

s + 24bγ−1K2τ+1||| P |||
γ
M
,O

s0 ||| P |||
γ
M
,O

s

||| 〈d〉bP+ |||
γ

M+ ,O+

s ≤ ||| 〈d〉bP |||
γ
M
,O

s (2.2.11)

+ 24bγ−1K2τ+1
(

2||| 〈d〉bP |||
γ
M
,O

s ||| P |||
γ
M
,O

s0 + 2||| P |||
γ
M
,O

s ||| 〈d〉bP |||
γ
M
,O

s0
+ ||| P |||

γ
M
,O

s ||| 〈d〉bP+ |||
γ
M
,O

s0

)
Proof. Recalling that P = (MP, RP) we construct A = (MA, RA) explicitly by setting for
all ξ ∈ O+
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(MA)
k′
k =

 (MP)k
′
k

(λk−λk′ )
|k − k′| ≤ K

0 otherwise
, (RA)

k′
k =

 (RP)k
′
k

(λk−λk′ )
|k − k′| ≤ K

0 otherwise
,

so that the bounds follow trivially from (2.1.10)

〈d〉aA 4 γ−1Kτ 〈d〉aP , 〈d〉a∆ξA 4 γ
−1Kτ 〈d〉a∆ξP+γ−2MK2τ+1〈d〉aP , for a = 0, b.

(2.2.12)
The second statement follows from formula (1.3.7) and Lemma (1.3.8), which implies
(2.1.12), since

||| eA − I |||
γ
M
,O+

s ≤ ||| A |||
γ
M
,O+

s

∞∑
k=1

(||| A |||
γ
M
,O+

s0 )k−1

k!
, ||| 〈d〉beA |||

γ
M
,O+

s0
≤ ||| 〈d〉bA |||

γ
M
,O+

s0

∞∑
k=1

(2b||| A |||
γ
M
,O+

s0 )k−1

k!

The third statement comes from 2.1.17 by setting

P+ = Π⊥KP +
∑
k≥1

ad(A)k

k!
P−

∑
k≥2

ad(A)k−1

k!
(ΠKP− [P]) , [P] = ([MP], [RP])

in the first bound we apply Lemma1.3.12 in order to bound the first summand and
Lemma 1.3.8 with s = s0 for the other two. In the second bound we use Lemma 1.3.13
with s = s0 and a = b. In the third and fourth bounds we use Lemma 1.3.13 with
s0 ≤ s ≤ s1 and respectively a = 0, b.

We now restate the proposition 2.1.4 under the stronger hypotheses of the KAM step
above. Recall that in proposition 2.1.4 we constructed a list of operatorsAn, Qn, Un, Ln =
Λn+Pn such that An solves the Homological equation (2.1.8) so it is defined in (2.1.19),
Qn = eAn−1 , Un = Q1 . . . Qn and Ln = Q−1

n Ln−1Qn. Recall that An−1 and Pn are
defined in On and Λn in O0. Finally the sets On are defined recursively by

On := OKn−1

Λn−1
∩ On−1 Kn = K0e

cχn

Proposition 2.2.2 (KAM iteration 2). Fix any τ > 0 γ > 0, 1 < χ < 2 and 0 < α < 1.
Fix b as in Theorem 6. Choose c so that

χ

b− α
< c <

2− χ
2τ + 1

.

For any operator
L0 = Λ0 + P0

as in (2.2.2) satisfying (H1), (H′2) there exist ε?? and K1 < K2 such that if ε0 ≤ ε??,
defining

εn = ε0e
−χn , δn = δ0

n∑
j=0

2−j ηn = η0e
−χn and µn = η0K

α
n .
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and fixing K1 < K0 < K2 then one has recursively for n ≥ 1:

(S1)n Given

Ln−1 = Λn−1 + Pn−1

as in (S1)n of the proposition 2.1.4 such that Pn−1 = S(Pn−1) for some Pn−1 ∈ Es, then
the operator An−1, defined in (2.1.19) for all ξ ∈ On, satisfies An−1 = S(An−1) with An−1

defined as

(An−1)k
′
k =


(Pn−1)k

′
k

(λ
(n−1)
k −λ(n−1)

k′ )
0 < |k − k′| ≤ Kn−1

0 otherwise
. (2.2.13)

The operator Ln = Q−1
n Ln−1Qn is of the form Λn + Pn with Λn as in (2.1.20).

Moreover there exists Pn ∈ Es such that Pn = S(Pn) and the following bounds hold:

|An−1|
γ

Mn−1
,On

s0,s0 ≤ ε0K
2τ+1
n−1 ,

(2.2.14)

γ−1||| Pn |||
γ
Mn

,On
s0 ≤ εn , γ−1||| 〈d〉bPn |||

γ
Mn

,On
s0

≤ δn (2.2.15)

γ−1||| Pn |||
γ
Mn

,On
s ≤ ηn , γ−1||| 〈d〉bPn |||

γ
Mn

,On
s ≤ µn

(S2)n we have Un = S(Un) where Un is a Cauchy sequence, in the same sense of 2.1.29,
since the following bound holds

||| Un − Un−1 |||
γ
Mn

,On
s ≤ 2−nC2||| P0 |||

γ
Mn

,On
s ,

Proof. For n = 0 there is nothing to prove (we use the condition µ0 < η0K
α
0 provided

by the choice of K1); by induction assume that (Si)n holds then (since c(2τ + 1) < 1 and
K2τ+1

0 ε0 < 2−4b)

γ−1K2τ+1
n ||| Pn |||

γ
Mn

,On
s0 = γ−1K2τ+1

0 ε0e
−[1−c(2τ+1)]χn ≤ 2−4b

and (S1)n+1 follows by the KAM step. Indeed (2.2.14) follows from (2.2.8), as for
(2.2.15), the first two bounds follow from the first two bounds in (2.2.10) by reasoning
as in (2.1.25).

Finally, for the last two bounds of (2.2.15) we want that

K−bn µn + 24bK2τ+1
n εnηn ≤ ηn+1 (2.2.16)

µn + 24b+1K2τ+1
n εnµn + 3 · 24bK2τ+1

n ηnδn ≤ µn+1 (2.2.17)

(2.2.16) is equivalent to ask

Kα−b
0 e−(b−α)cχn + 24bK2τ+1

0 ε0e
−[2−c(2τ+1)]χn ≤ e−χn+1
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To have that we need that both the addends are smaller than e−χ
n+1

2
So we have to ask:

2Kα−b
0 e−(b−α)cχn ≤ e−χn+1 ⇒ 2Kα−b

0 e−[(b−α)c−χ]χn ≤ 1

24b+1K2τ+1
0 ε0e

−[2−c(2τ+1)]χn ≤ e−χn+1 ⇒ 24b+1K2τ+1
0 ε0e

−[2−c(2τ+1)−χ]χn < 1

This inequalities hold true provided that

• bc− αc− χ > 0

• K0 > 2
1
b−a

• c(2τ + 1) + χ < 2

• K0 <
(

1
24b+1ε0

) 1
2τ+1

To obtain (2.2.17) we can ask

Kα
0 e

αcχn+24b+1K2τ+1+α
0 ε0e

−[1−c(2τ+1+α)]χn+3·24b+1K2τ+1
0 e−[1−c(2τ+1)]χnδ0 ≤ Kα

0 e
αcχn+1

Also this time we have to ask that every addend is smaller than a fraction of eαcχ
n+1

but
this time we don’t want to do it uniformly in 3 parts but we ask that the first addend is
smaller than

eαcχ
n+1

C1
, C1 := eαc(χ−1)

and the other two addends smaller than

eαcχ
n+1

C2
, C2 :=

1

2

(
1− 1

C1

)
With this choose we obtain the following conditions to ask

• c(2τ + 1 + α− αχ) < 1

• K0 <
(

1
24b+1C1ε0

) 1
2τ+1

• c(2τ + 1− αχ) < 1

• K0 >
(

3 · 24b+1C2δ0

) 1
α−2τ−1

So we can take

K1 = max
{(4δ0

ε0

) 1
b
,
(µ0

η0

) 1
α
,
(

3 · 24b+1C2δ0

) 1
α−2τ−1

}
K2 = min

{( 1

24b+1ε0C∗

) 1
2τ+1

,
( 1

24b+1ε0

) 1
2τ+1

}
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To be sure that K1 < K2 we need ε0 ≤ ε? where ε?? is defined as

min
{
ε?,
( 1

(4δ0)2τ+1(24b+1C3)b

) 1
b−τ−1

,
( 1

C324b+1

)(η0

µ

) 2τ+1
α

,
( 1

C324b+1

)( 1

3 · 24b+1C2δ0

) 2τ+1
α−(2τ+1)

}
where C3 := max{1, C∗}
(S2)n+1 Recalling definition 1.3.5 we set Qn+1 = eAn and I = (I, 0).

||| Un+1 − Un |||
γ

Mn+1
,On+1

s ≤ ||| Un |||
γ

Mn+1
,On+1

s ||| Qn+1 − I |||
γ

Mn+1
,On+1

s0 + ||| Un |||
γ

Mn+1
,On+1

s0 ||| Qn+1 − I |||
γ

Mn+1
,On+1

s

≤ 2||| Un |||
γ

Mn+1
,On+1

s ||| An+1 |||
γ

Mn+1
,On+1

s0 + 2||| Un |||
γ

Mn+1
,On+1

s0 ||| An+1 |||
γ

Mn+1
,On+1

s

≤ 2γ−1K2τ+1
n+1 (||| Un |||

γ
Mn+1

,On+1

s ||| Pn+1 |||
γ

Mn+1
,On+1

s0 + ||| Un |||
γ

Mn+1
,On+1

s0 ||| Pn+1 |||
γ

Mn+1
,On+1

s )

≤ 2γ−1K2τ+1
n+1 ((1 + ||| P0 |||

γ
Mn+1

,O0

s )||| Pn+1 |||
γ

Mn+1
,On+1

s0 + ||| Pn+1 |||
γ

Mn+1
,On+1

s )

≤ 2K2τ+1
n+1 ((1 + η0)εn+1 + ηn+1) ≤ 2(c(2τ+1)−1)χn+1+1((1 + η0)ε0 + η0)

≤ η02−(n+1) sup
k≥0

2(c(2τ+1)−1)χk+1+3+k

Note that (1 + η0)ε0 + η0 ≤ 3η0 since ε0 < min(1, η0).

Proof of Theorem 6. We apply the iteration Lemma 2.2.2 to Λ0 and P0 hence we obtain
the thesis.
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Chapter 3

Applications

In this chapter we prove the Theorems 3-4. Our purpose is to prove such Theorems as
an application of our diagonalization algorithms, so before turning to the proofs let us
discuss the connection between reducibility and diagonalization.

3.1 Reducibility and diagonalization

Consider the quasi-periodic linear dynamical system (6)

u̇ = A(ωt)u (3.1.1)

where for t ∈ R, u(t) ∈ hs(Z) while A is a map ϕ 7→ A(ϕ) from hs(Z) to hs
′
(Z).

We want to describe how this system changes under the action of a transformation of
the phase space that depend quasi-periodically on time.

To this purpose we consider a map ϕ 7→ U(ϕ) as in the remark 1.2.10 that for every ϕ
is invertible.
Setting v(t) = (U(ωt))−1u(t), and substituting in (3.1.1) we obtain that v solves the new
dynamical system:

v̇(t) = B(ωt)v(t) , B(ϕ) := (U(ϕ))−1(A(ϕ)U(ϕ)− ω · ∂ϕU(ϕ)) .

Definition 3.1.1. We say that U reduces (3.1.1) if B does not depend on angles. We say
that the dynamical system is reducible if there exists a change of variables that reduces
it.

We now want to assiciate to the time-dependent dynamical system (3.1.1) a linear op-
erator acting on hs0(Zd). Since for every family of operators A(ϕ) we can associate a
Töplitz in time operator A, recalling the notation of the Section 1.2.1, we define

L := ω · ∂ϕ −A .

Note that L is not Töplitz in time.
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Lemma 3.1.2. The reducibility of the dynamical system corresponds to the fact that L
can be diagonalized by a Töplitz in time change of variables.

Proof. Let U be the Töplitz in time matrix that diagonalizes L. By definition U−1LU
is diagonal and moreover

U−1LU = ω · ∂ϕ − U−1(AU − [ω · ∂ϕ, U ]) = ω · ∂ϕ −A∞ .

By the Lemmata 1.2.13, 1.2.14, 1.2.15, 1.2.17 and 1.2.12 A∞ is Töplitz in time and it is
diagonal hence A∞ = diaga∞j .
Moreover,

U−1(AU − [ω · ∂ϕ, U ])! (U(ϕ))−1(A(ϕ)U(ϕ)− ω · ∂ϕU(ϕ)) .

So we proved that diagonalizable implies reducible. The other implication is clear if B
is diagonal and angle-independent.

3.2 Proof of the Theorem 3

Consider the equation (8) and its associated operator

L := ω · ∂ϕ + ∂xxx + εV (ϕ, x)∂x , (3.2.1)

Remark 3.2.1. Note that this operator maps the space of functions whose mean value
in x is zero in to itself. So we could also work in this subspace. Note also that if V is
even then L maps even (see definition 13) functions into odd functions.

In the subsection 3.2.1 we perform a regularization procedure which conjugates the
operator L to the operator L3 defined in 3.2.9. This is well-known change of variables
(Iooss-Plotnikov and Toland, [BBM14]), usually called Descent method.
In this context the change of variables are families of bounded linear operators on
Hs(T) ≡ hs(Z). Following remark 1.2.10, we shall then envision this operator as acting
on hs(Zd).
We do two steps of regularization. The first one is a change of space variable (translation)
and the second one a conjugation by pseudo-differential operators.
Then we will arrive to an operator of the form

L3 = ω · ∂ϕ + ∂xxx +m∂x +R

where m is a constant and R is a ϕ−dependent family of bounded operators on Hs(T) ≡
hs(Z).
Using the notation of the remark 1.2.10, we can associate to R an operator R acting on
hs(Zd) and Töplitz in time.
By reference to the notation of the Theorem 5 now we have that the role of parameters
ξ ∈ Rn is assumed by1 ω ∈ O ⊂ Rd−1 and

Λ0(ξ) ; Λ0(ω) = ω · ∂ϕ + ∂xxx +m∂x , P0 ; R , O0 ; O.
1So observe that in this application n = d− 1
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Λ0 satisfies the hypothesis (H1) of page 16, indeed Λ0(ω) = diagk=(l,j)∈Zdλ
(0)
k with

λ
(0)
k = i(ω · l − j3 +mj) (3.2.2)

where it is clear that λ
(0)
k 6= λ

(0)
k′ if k 6= k′ and

|λk − λk′ |lip,O ≤ |l − l′| < |k − k′|.

Then we will estimate the reminderR in view to apply the Theorem 5 and prove Theorem
3.

Remark 3.2.2. After the steps of regularization, we will obtain the operator L3 defined
above and if V is even, it is odd.
Indeed, if V is even the function e (that we will define in (3.2.3)) is odd, a ( (3.2.8)) is
even in ϕ and odd in x and then p0 (3.2.6) has mean value zero.
Note also that, since Λ0 + P0 maps even functions in odd ones and since the change
of variable Q = eA is a parity-preserving and reality preserving operator then als(o the
operator Λ1 + P1 := Q−1Λ0 + P0Q maps even functions in odd functions. Iterating this
we obtain that the final operator Λ∞ maps even functions in odd functions, is reality
preserving and it is diagonal and hence it has purely imaginary eigenvalues.
Therefore, the final operator is odd and we can apply the Lemma 3 and obtain the stability
result.

Notation We shall systematically use the notation

A .h B

where h is a parameter or a list of parameters, to denote that there exists a constant
C(k) depending on k, such that A < C(k)B.

3.2.1 Regularization

Step 1 We do a first change of variables defining y = x+ p(ϕ). So we define

T h(ϕ, x) := h(ϕ, x+ p(ϕ)).

Its inverse is
T −1v(ϕ, y) := v(ϕ, y − p(ϕ)).

T −1ω · ∂ϕT = ω · ∂ϕ + [ω · ∂ϕp(ϕ)]∂y T −1∂xT = ∂y

So if we conjugate L we obtain

T −1LT = ω · ∂ϕ + ∂yyy + e(ϕ, y)∂y

with
e(ϕ, y) = ω · ∂ϕp(ϕ) + T −1V (ϕ, y). (3.2.3)
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We are looking for p(ϕ) such that e(ϕ, y) has the mean value in y constant in ϕ, namely

1

2π

ˆ
T
e(ϕ, y) dy = m ∈ R ∀ϕ ∈ Td.

m =
1

2π

ˆ
T
e(ϕ, y) dy =

1

2π

ˆ
T
ω·∂ϕp(ϕ)+T −1V (ϕ, y) dy = ω·∂ϕp(ϕ)+

1

2π

ˆ
T
T −1V (ϕ, y) dy

ω · ∂ϕp(ϕ) = m− 1

2π

ˆ
T
T −1V (ϕ, y) dy

This equation has periodic solution p(ϕ) if and only if
ˆ
Td
m− 1

2π

ˆ
T
T −1V (ϕ, y) dy dϕ = 0

m =

ˆ
Td

1

2π

ˆ
T
V (ϕ, y) dy dϕ

So we need to have:

m :=
1

(2π)d+1

ˆ
Td+1

V (ϕ, y) dy dϕ p(ϕ) := (ω · ∂ϕ)−1

(
m−

ˆ
T
V (ϕ, y) dy

)
(3.2.4)

With this choice of p(ϕ), after renaming the variable y = x, we obtain:

L2 = T −1LT = ω · ∂ϕ + ∂xxx + e(ϕ, x)∂x

with e(ϕ, x) (recall (3.2.3)) such that

1

2π

ˆ
T
e(ϕ, y) dy = m ∈ R ∀ϕ ∈ Td.

Step 2 Now we do a second change of variables. Consider an operator of the form:

S = I + a(ϕ, x)∂−1
x a(ϕ, x) : Td+1 → R

Note that ∂−1
x ∂x = ∂x∂

−1
x = π0, where π0 is the L2-projector on the subspace H0 :=

{u(ϕ, x) ∈ L2(Td+1) :
´
T u(ϕ, x) dx = 0}.

L2S − S(ω · ∂ϕ + ∂xxx +m∂x) = p1∂x + p0 + p−1∂
−1
x

with

p1 := e(ϕ, x) + 3∂xa(ϕ, x)−m (3.2.5)

p0 :=

(
3∂xxa(ϕ, x) + e(ϕ, x)a(ϕ, x)− a(ϕ, x)

)
π0 (3.2.6)

p−1 := ω · (∂ϕa(ϕ, x)) + ∂xxxa(ϕ, x) + e(ϕ, x)∂xa(ϕ, x) (3.2.7)
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We are looking for a space-periodic function a(ϕ, x) such that p1 = 0 so it has to be
defined as

a(ϕ, x) :=
1

3
∂−1
x (m− e(ϕ, x)) (3.2.8)

So if we conjugate L2 through S we obtain

L3 = S−1L2S = ω · ∂ϕ + ∂xxx +m∂x +R, R := S−1(p0 + p−1∂
−1
x ) . (3.2.9)

3.2.2 Estimates on R(ϕ) and R

Recall the assumption of the Theorem 3 so consider ω ∈ O a subset of the (γ, τ)−diophantine
vectors, and fix b > 4τ + 2, s0 >

d
2 .

Lemma 3.2.3. There exist σ = σ(τ), such that if V ∈ Hs+σ then p(ϕ) defined in (3.2.4)
belongs to Hs0 and the the following bound holds

|p(ϕ)|γ,Os0 ≤ γ
−1|V |γ,Os+σ

Proof. It is clear that if O is contained in the set of (γ, τ)−diophantine vectors and
f ∈ Hs+2τ+1, one has

|(ω · ∂ϕ)−1f |s ≤ γ−1|f |s+τ
|(ω · ∂ϕ)−1f |γ,Os ≤ γ−1|f |γ,Os+2τ+1

indeed

|(ω · ∂ϕ)−1f |2s =
∑
k∈Zd
〈k〉2s

∣∣∣((ω · ∂ϕ)−1f
)
k

∣∣∣2 =
∑
k∈Zd
〈k〉2s

∣∣∣ fk
ω · l

∣∣∣2 ≤
≤
∑
k∈Zd
〈k〉2s

∣∣∣γ−1fk〈l〉τ
∣∣∣2 ≤ γ−2

∑
k∈Zd
〈k〉2(s+τ)

∣∣fk∣∣2

|(ω · ∂ϕ)−1f |lip,Os =
∑
k∈Zd
〈k〉2s

∣∣∣∆ωfk
ω · l

∣∣∣2
+
∑
k∈Zd
〈k〉2s

∣∣∣fk∆ω
1

ω · l

∣∣∣2 ≤ γ−1|∆ωf |s+τ + γ−2|f |s+2τ+1

and
|(ω · ∂ϕ)−1f |γ,Os ≤ γ−1|f |s+τ + γ−1|f |s+2τ+1 + γ(γ−1|∆ωf |s0+τ )

so the Lemma is proved with σ = 2τ + 1.

Lemma 3.2.4. For m defined in (3.2.4), e(ϕ, x) defined in (3.2.3) and a(ϕ, x) defined
(3.2.8), the following bounds hold:

i. |T −1V |γ,Os .s,d γ−1|V |γ,O
s+ d

2
+2τ+1
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ii. |m| ≤ |V |γ,Os

iii. |e|γ,Os , |m− e|γ,Os , |a|γ,Os .s,d γ−1|V |γ,O
s+ d

2
+2τ+2

Proof. i. By the composition Lemma A.5, the Sobolev embedding and the Lemma
3.2.3 we have

|T −1V |γ,Os .s,d
(
|V |γ,Os+1 + |p(ϕ)|γ,Os,∞|V |

γ,O
2

)
.s,d

(
|V |γ,Os+1 + |p(ϕ)|γ,O

s+ d
2

|V |γ,O2

)
.s,d

.s,d
(
|V |γ,Os+1 + γ−1|V |γ,O

s+ d
2

+2τ+1
|V |γ,O2

)
.s,d γ

−1|V |γ,O
s+ d

2
+2τ+1

ii. The bound holds since m is the mean value of V .

iii. By definition of e and a and by the Lemma 3.2.3 and the first item of this Lemma
we have:

|e|γ,Os =
∣∣ω · ∂ϕp(ϕ) + T −1V

∣∣γ,O
s
≤ |p|γ,Os+1 + |T −1V |γ,Os .s,d

.s,d γ
−1|V |γ,Os+2τ+2 + γ1|V |γ,O

s+ d
2

+2τ+2
.s,d γ

−1|V |γ,O
s+ d

2
+2τ+2

|m− e|γ,Os .s,d |V |γ,Os + γ−1|V |γ,O
s+ d

2
+2τ+2

.s,d γ
−1|V |γ,O

s+ d
2

+2τ+2

|a|γ,Os =
∣∣∣1
3
∂−1
x (m− e(ϕ, x))

∣∣∣γ,O
s
≤ 1

3
|m− e|γ,Os .s,d γ

−1|V |γ,O
s+ d

2
+2τ+2

Recalling the definition of the operators p0, p1 defined respectively in (3.2.6) and (3.2.7),
we have the following Lemma.

Lemma 3.2.5. The following bound hold:

i. |p0|γ,Os .s,d γ−1|V |γ,O
s+ d

2
+2τ+4

ii. |p−1|γ,Os .s,d γ−1|V |γ,O
s+ d

2
+2τ+5

Proof. These bound follow easily from the definition of the operators and the algebra
property of the decay norm.

Let us now define

A :=
1

3
∂−1
x (m− e(ϕ, x))∂−1

x ,

This is a bounded operator on the space h(Zd) with finite decay norm, since it is a
composition of a multiplication operator, see Remark 1.2.2 with diagonal operators. We
have

|A|dec,γ,O
s .s |V |s+ d

2
+2τ+2 .

37



In particular this implies that A belongs to a Banach algebra with the tame product
property.
Also to the operators S and T we can associate the operators S, T acting on hs(Zd) and
Töplitz in time.

Lemma 3.2.6. With the same hypothesis of the Lemma 1.2.5, if C(s)|A|s < 5−
√

13
6 then

|S−1 − I|s ≤ C(s)|A|s(1 + 3C(s)|A|s).

Proof. As a consequence of the Lemma 1.2.5 we deduce that

|S−1 − I|s =

∣∣∣∣ ∞∑
k=1

Ak
∣∣∣∣
s

≤
∞∑
k=1

|Ak|s ≤ C(s)|A|s
∞∑
k=1

k

(
C(s)|A|s

)k−1

= C(s)|A|s
1

(1− C(s)|A|s)2
≤ C(s)|A|s(1 + 3C(s)|A|s)

In the last inequality we use the smallness condition of the hypothesis.

Remark 3.2.7. In view of the Lemma 1.2.3 the decay norm satisfies the hypothesis of
the Lemma 1.2.5. Hence this Lemma holds also for the decay norm so:

|S−1 − I|dec,γ,O
s ≤ C(s)|A|dec,γ,O

s (1 + 3C(s)|A|dec,γ,O
s ).

By remark 3.2.7 and Lemma 3.2.6 we deduce

|S−1|dec,γ,O
s = |I + (S−1 − I)|dec,γ,O

s ≤ |I|dec,γ,O
s + |S−1 − I|dec,γ,O

s

3.2.6
≤ 1 + C(s)|A|dec,γ,O

s (1 + 3C(s)|A|dec,γ,O
s ) ≤ 1 + 2C(s)|A|dec,γ,O

s

.s,d 1 + γ−1|V |γ,O
s+ d

2
+2τ+2

And finally, for the algebra property we obtain the estimate of the operator R:

|R|dec,γ,O
s ≤ |S−1|dec,γ,O

s |p0 + p−1∂
−1
x |dec,γ,O

s .s,d (1 + γ−1|V |γ,O
s+ d

2
+2τ+2

)γ−1|V |γ,O2s+2τ+5

.s,d γ
−1|V |γ,O

s+ d
2

+2τ+5

Recalling the tameness property of the decay norm (see Lemma 1.2.3), we have also

|〈d〉bR|dec,γ,O
s .s,d γ

−1|V |γ,O
s+ d

2
+2τ+5+b

Proof of Theorem 3. First of all, observe that R ! R is a Töplitz in time operator.
Indeed, by

− p0, p−1, a are moltiplication operator so they are Töplitz in both time and space,

− ∂−1
x in Töplitz in time since it acts only on the space.

38



− I is Töplitz

follows that p0 + p−1∂
−1
x and S−1 is Töplitz in time and so R. Therefore, for Lemma

3.1.2 reducing (8) is equivalent to diagonalizing the operator

L3 = ω · ∂ϕ + ∂xxx +m∂x +R .

By the discussion in Section 3.2.2 we can apply Theorem 5 to L3 Then there exists a list
{λ∞k }k∈Zd ∈ C. It remains to prove that the set C defined in (2.1.4) satisfies the measure
estimate in 12. We will do that in the next section. In conclusion Φ := T ◦ S ◦ U is the
operator searched in the Theorem 3.

3.2.3 Measure estimates and conclusion of the proof

We proved that the operator R satisfies the hypothesis of the Theorem 5 so we there

exists a list {λ(∞)
k }k∈Zd ∈ C defined in (2.1.4).

We want to give a precise formulation of the set C and show that it is not empty for γ

sufficiently small. By Corollary 2.1.7, we have that the λ
(∞)
k have the form

λ
(∞)
k = i(ω · l − j3 +mj) + r∞j (ω) .

It remains to prove is that the set of ω such that

G :=

{
|λk(ω)− λk′(ω)| > 2γ

〈l − l′〉τ
, k = (l, j), l ∈ Zd, j ∈ Z

}
⊂ C (3.2.10)

satisfies (12). We are dropping the superscript (∞) in λk, rj for easier notation.
First of all we consider two trivial cases:
Case 1 : j = j′ and ν := l − l′ 6= 0
For the corollary 2.1.7 we know that eigenvalues are of the form

λk = iω · l + ∆j = iω · l − ij3 + imj + rj(ω)

so the set of the ω that satisfies 3.2.10 is the set of the diophantine numbers.
Indeed λk(ω)− λk′(ω) = ω · (l − l′) = ω · ν.
Case 2 ν = 0→ j 6= j′

|λk(ω)− λk′(ω)| = | − i(j3 − j′3) +mi(j − j′) + rj − rj′ |
≥ |j3 − j′3| − |m||j − j′| − |rj | − |rj′ | =

= |j − j′|
(
|j2 + j′2 + jj′| −m

)
− 2Cγε0

≥ (1− ε0)− 2Cγε0 ≥
1

2
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where we use that |rj | ≤ Cγε0 for the corollary 2.1.6 with n = 0.

Now let’s consider the general case. Define the set

Rνj,j′ :=
{
ω ∈ O0 : |λk(ω)− λk′(ω)| ≤ γ

〈ν〉τ
}

Ask the measure of the set of the intersection of all the set that satisfies the condition
3.2.10 is equivalent to measure the complementary set of⋃

ν∈Zdj,j′∈Z

Rνj,j′ .

For the additivity of the measure we need to calculate the measure of Rνj,j′ . Before the
general case, let’s see an easy one: rj = rj′ = 0
Intuitively we are measuring the volume of the intersection of the space between the 2
planes

iω · ν − i(j3 − j′3) + im(j − j′) = ± γ

〈l − l′〉τ

and the hypercube ω ∈ [1, 2]d so we can imagine that at most it is ζd−12 γ
〈ν〉τ where ζ is

the diagonal of the hypercube. Let’s prove it in a more rigorous way.
Since are constant in ω, for convenience, we call Lj,j′ = j3− j′3−m(j− j′) and α = γ

〈ν〉τ .

We want to measure iω · ν − iLj,j′ = t with |t| ≤ α. We do a first orthogonal change of
variables such that the new variables ξi satisfy ξ1 ‖ ν and ξi ⊥ ν, i 6= 1 so the planes
become ξ1|ν|+ Lj,j′ = t.
Now we do an other change of variable to explicit ξ1

F : (ξ1, x2, . . . , ξd)→ (t, x2, . . . , ξd)

ξ1 =
t− Lj,j′
|ν|

dξ1 =
dt

|ν|

Now the measure is the product the integral

ˆ α

−α

dt

|ν|
dt =

2α

|ν|
= 2

γ

〈ν〉τ+1

and the integral of the other ξi in the hypercube that at most are ζd−1. So we obtain

µ(Rνj,j′) ∼
γ

〈ν〉τ+1

For the general case the strategy is the same, the new difficulty is thatLj,j′ depends on
ω and after the first change of variables depends on ξi so we need the Impicit Function
Theorem in Lipschitz class to explicit ξ1 and conclude in the same way of the case 1.

Lemma 3.2.8. Fix ν. If Rνj,j′ 6= ∅ then j, j′ ≤ D
√
|ν|.
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Proof.

|j3 − j′3| = |j − j′||j2 + jj′ + j′2| ≥ (j2 + j′2 − |jj′|)|j − j′| ≥ 1

2
(j2 + j′2)|j − j′|

Suppose that min j, j′ >
√
|ν|

|λk(ω)− λk′(ω)| ≥ | − i(j3 − j′3) + im(j − j′) + rj − rj′ |
≥ |j3 − j′3| − |m||j − j′| − |rj | − |rj′ |

≥ 1

2
(j2 + j′2)|j − j′| − |m||j − j′| − |rj | − |rj′ |

= |j − j′|[1
2

(j2 + j′2)−m]− |rj | − |rj′ |

≥ (|ν| − ε0)− 2Cγε0) ≥ 1

4

Then the corresponding resonant set Rνj,j′ is empty for γ sufficiently small.

µ
( ⋃
ν∈Zd j,j′∈Z

Rνj,j′
)

=
∑

ν∈Zd j,j′∈Z

µ(Rνj,j′) ≤
∑

ν∈Zd j,j′∈Z

γ

〈ν〉τ+1

3.2.8
≤ Const.

∑
r: |r|2∈N

〈r〉 γ

〈r〉τ+1
〈r〉d−1 =

∑
r: |r|2∈N

γ

〈r〉τ−d+1

that is summable if and only if τ − d+ 1 > 1, i.e. τ > d.

3.3 Proof of the Theorem 4

Consider α ∈ HS(Td) with S sufficiently large be a function such that |α|s0+σ sufficiently
small. Denote ~α := (α, 0, . . . 0) ∈ Rd and consider the linear operator

Cαu(θ) := u(θ + ~α(θ)) .

whose matrix representation is given by

(Cα)k
′
k =

( ̂eik′·~α(θ)
)
k−k′ (3.3.1)

where ĝh is the hth Fourier coefficient of the function g.

Indeed

Cαe
ik′·θ = eik

′·(θ+~α(θ)) =
∑
k

( ̂eik′·(θ+~α(θ))
)
k
eik
′·θ =

∑
k

( ̂eik′·~α(θ)
)
k−k′e

i(k−k′)·θ
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Writing θ = (x, ϕ) we have Cαu(θ) = u(x+ α(θ), ϕ) and consider the operator2

P :=
(
Cα − I

)
∂−Nx andAP = (PB, PU ) .

We want to apply the Theorem 6 so we need to prove the smallness of AL in low norm
and the finiteness of 〈d〉bAL in high norm.

Consider the equation (15) and its associated operator

L := ω · ∂ϕ + ∂xxx + (Cα − I)∂−Nx , (3.3.2)

By reference to the notation of Theorem 6 now we have that again the role of ξ ∈ Rn is
assumed by ω ∈ O ⊂ Rd−1 and

Λ0(ξ) ; Λ0(ω) = ω · ∂ϕ + ∂xxx , P0 ; (Cα − I)∂−Nx , O0 = O .

Λ0 satisfy the hypothesis (H1) of page 16, indeed Λ0 = diagk=(l,j)∈Zdλ
(0)
k with

λ
(0)
k = ω · l + j3

where it is clear that λ
(0)
k 6= λ

(0)
k′ if k 6= k′ and

|λk − λk′ |lip,O ≤ |l − l′| < |k − k′|.

Now estimate the perturbation (Cα − I)∂−Nx in view to apply the Theorem 6 and prove
4.

Since L does not depend on ω, in the following estimates we will not use the weighted
norm.

Lemma 3.3.1. We have that

|||AP |||s0 ≤ 2s1+s0+2|α|s0+2β+1 (3.3.3)

||| 〈d〉bAP |||s .s,d 2s1−s0 |α|s+β+ d
2

+b+1 + Ks(1 + |α|2s+d+1) (3.3.4)

Proof. First of all, note that for the Mean value Theorem

(
Cα − I

)
∂−Nx = α(x, ϕ)

ˆ 1

0
Cτα∂

−N+1
x dτ (3.3.5)

2Note that P = SAP .
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Using that, for the first inequality we have:

|||AP |||s0 = sup
s0≤p≤s1

|PB|p,p + |PU |s0,s0
(1.3.8)

≤ sup
s0≤p≤s1

2p−s0 |L|s0,s0 + |LU |s0,s0

≤ 2s1−s0+1|L|s0,s0
(3.3.5)

= 2s1−s0+1|α
ˆ 1

0
Cτα∂

−N+1
x dτ |s0,s0

≤ 2s1−s0+1|α|s0 |
ˆ 1

0
Cτα∂

−N+1
x dτ |s0,s0

≤ 2s1−s0+1|α|s0 | sup
0<τ<1

|Cτα∂−N+1
x |s0,s0

(1.1.9)

.d 2s1−s0+1|α|s0 sup
0<τ<1

(
‖Cτα∂−N+1

x ‖s0,s0+β + ‖Cτα∂−N+1
x ‖s0−β,s0

)
(1.1.1)

.d 2s1−s0+1|α|s0 sup
0<τ<1

(
‖Cτα∂−N+β+1

x ‖s0+β,s0+β + ‖Cτα‖s0+β,s0+β

+ ‖Cτα∂−N+β+1
x ‖s0,s0 + ‖Cτα‖s0,s0

)
.d 2s1−s0+2|α|s0 sup

0<τ<1

(
‖Cτα‖s0+β,s0+β + ‖Cτα‖s0,s0

)
.d 2s1−s0+2|α|s0 sup

0<τ<1

(
sup

|u|s0+β<1
(|Cταu|s0+β) + sup

|u|s0<1
(|Cταu|s0)

)
(A.5)

.d,s0 2s1−s0+2|α|s0 sup
0<τ<1

(
sup

|u|s0+β<1
(|u|s0+β + |Dτα|s0+β−1|u|1)

+ sup
|u|s0<1

(|u|s0 + |Dτα|s0−1|u|1)
)

.d,s0 2s1−s0+2|α|s0 sup
0<τ<1

(
2 + |τα|s0+2β−1 + |τα|s0−1

)
.d,s0 2s1−s0+2|α|s0

(
2 + |α|s0+2β−1 + |α|s0−1

)
.d,s0 2s1−s0+2|α|s0+2β−1

Remark 3.3.2. Note that here we used that N > β + 1

Observing that (〈d〉bP )B = 〈d〉bPB and the same for LU , we estimate

||| 〈d〉bAP |||s = sup
s0<p<s1

|〈d〉bPU |p,p+|〈d〉bPB|s0,s
(1.3.8)

≤ sup
s0<p<s1

2p−s0 |〈d〉bP |s0,s0+|〈d〉bPU |s0,s

Let us start with the estimate on the Bony part and let us do it with b = 1.

First of all observe that [∂θi , (cα − I)∂−Nx ] = [∂θi , cα∂
−N
x ] , θ = (θ1, θ2, . . . ) = (x, ϕ).

Then the action of commutator between ∂θi and cα∂
−N
x on a function u assume the
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form:

[∂θi , cα∂
−N
x ]u = ∂θi [cα∂

−N
x u]− cα∂

−N
x (∂θiu)

= ∂θi(∂
−N
x u(x+ α(θ), ϕ))− (∂−Nx ∂θiu)(x+ α(θ), ϕ)

= ∂−Nx ux(x+ α(θ), ϕ))∂θiα(θ) + (∂−Nx ∂θiu)(x+ α(θ), ϕ)− (∂−Nx ∂θiu)(x+ α(θ), ϕ)

= ∂−Nx ux(x+ α(θ), ϕ))∂θiα(θ)

In view of the estimate of the of the Bony part of the operator 〈d〉bL, using the previous
formula, the following estimate hold:

|∂−N+β
x ux(x+ α(θ), ϕ))∂θiα(θ)|s ≤ |∂−N+β

x ux(x+ α(θ), ϕ))|s|∂θiα(θ)|s
≤ |u(x+ α(θ), ϕ))|s+1|α(θ)|s+1

.d,s |α(θ)|s+1(|u|s+1 + |Dα|s,∞|u|1)

.d,s |α(θ)|s+1(|u|s+1 + |α|s+ d
2
|u|1)

In the end, using the Lemma 1.1.9, the previous estimate, the composition Lemma A.5
and the Sobolev embedding and recalling that N > β + 1, we obtain:

|[∂θi , cα∂
−N
x ]|s,s

1.1.9

.d ‖[∂θi , cα∂
−N
x ]‖s,s+β + ‖[∂θi , cα∂

−N
x ]‖s−β,s

= ‖[∂θi , cα∂
−N+β
x ]‖s+β,s+β + ‖[∂θi , cα∂

−N+β
x ]‖s,s

= sup
|u|s+β≤1

|∂−Nx ux(x+ α(θ), ϕ))∂θiα(θ)|s+β

+ sup
|u|s≤1

|∂−Nx ux(x+ α(θ), ϕ))∂θiα(θ)|s

.d,s sup
|u|s+β≤1

|α(θ)|s+β+1(|u|s+β+1 + |α|s+β+ d
2
|u|1)

+ sup
|u|s≤1

|α(θ)|s+1(|u|s+1 + |α|s+ d
2
|u|1)

.d,s |α(θ)|s+β+1(1 + |α|s+β+ d
2
) + |α(θ)|s+1(1 + |α|s+ d

2
)

.d,s |α|s+β+ d
2

+1

Hence we have that
|〈d〉bP |s,s .d,s |α|s+β+ d

2
+b+1 .

Consider now ultraviolet part 〈d〉bLU . Since(
(Cα − I)k

′
k (∂−Nx )k

′
)U

=
(

(Cα)k
′
k

)U
(ik′)−N .

then we have

|〈d〉bPU |2s0,s
(1.3.8)

≤ Cs

(∑
h

|h|2s sup
k−k′=h
|h|>|k|/2

|(Cα)k
′
k |2
) 3.3.3
≤ (1+|α|2s+d+1Cs)Ks

(∑
h

|h|2s 1

|h|2s+d+1

)
,
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where in the second inequality we have used the Lemma 3.3.3 that we state and prove
below.

Lemma 3.3.3. Consider α ∈ Hs+d+1(T) and such that |α|1,∞ :=
∑
|β|≤1 |Dβu|L∞ ≤ 1

2 .
Then for |j|/|ξ| ≥ 2/3 one has

|
(
êiξα(x)

)
j
| = |

ˆ 2π

0
ei(ξα(x)−jx)dx| ≤ Ks

|j|s+
d
2

+1
(1 + |α|s+d+1) ,

for a suitable constant Ks > 1.

Proof. We set η := ξ/k, with |η| ≤ 3/2, and note that y = x − ηα(x) is a well defined
change of variables on the circle with inverse x = y+ηζ(y, η), by the composition Lemma
A.5. Note that ζ ∈ Hs+d+1 again by Lemma A.5 and |β|1,∞ ≤ 2|α|1,∞. Now with this
in mind, we make the change of variable x = y + ηζ(y, η) in the integral and we get

(
êiξα(x)

)
j

=

ˆ 2π

0
(1 + ηζy(y, η))e−ijydy = ĝj

where
g(y, η) := 1 + ηζy(y, η) .

Since, if g ∈ Hs

|ĝj | ≤
|g|s−1

|j|s−1
,

by the standard composition rules in Sobolev spaces, we have

|
(
êiξα(x)

)
j
| = |g|s−1

|j|s−1
.d,s (1 + |Dζ|s−2) .d,s (1 + |Dα|s−2) .d,s (1 + |α|s−1)

Note that the same property holds also if α depends on ϕ.

Proof of Theorem 4. The perturbation (Cα − I)∂−Nx is Töplitz since ∂−Nx acts only on
the space, I is Töplitz and

(Cα)k
′
k =

( ̂eik′·~α(θ)
)
k−k′ =

( ̂eij′α(θ)+(j′−j)x
)
l−l′ .

Therefore, for Lemma 3.1.2 reduce (15) is equivalent to diagonalize the operator

ω · ∂ϕ + ∂xxx + (Cα − I)∂−Nx .

From Lemma 3.3.1 we have

|||AP |||s0 ≤ 2s1+s0+2|α|s0+2β+1 , ||| 〈d〉bAP ||| .s,d 2s1−s0 |α|s+β+ d
2

+b+1 + Ks(1 + |α|2s+d+1)

Then the operator P satisfies the hypothesis of the Theorems 5 and 6 so we there exists a

list {λ(∞)
k }k∈Zd ∈ C defined in (2.1.4) such that in this set C the Töplitz in time operator

45



P associated to the operator (3.3.2) is conjugated to Λ∞ = diagkλ
(∞)
k .

By the Corollary 2.1.7 we have that

λ
(∞)
k = iω · l − ij3 + r

(∞)
j

Thus we are in the setting of the Section 3.2.3 with m = 0. Therefore, also in this case
the set C is not empty.
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Appendix A

Technical results and useful tools

In this Chapter we collect the proofs of technical results and some useful tools.

A.1 Proof of Proposition 1.1.9

Let s ≥ 0. Since Hs is a subspace of H0 = `2, denoting by e(k), k ∈ Z the standard
orthonormal basis of `2, namely e(k) = (. . . , 0, 1, 0, . . .), we have that the standard basis
of Hs, is

e(k,s) = (. . . , 0, 〈k〉−s, 0, . . .) = D−se(k) ,

where Ds is the infinite matrix

Ds := diagk〈k〉s .

If x ∈ Hs has `2-coordinates x = (xk), namely x =
∑

k xke
(k), its Hs-coordinates are

x̂(s) = (x̂
(s)
k )k∈Z, namely

x = D−sx̂(s) =
∑
k

x̂
(s)
k e(k,s) .

Note that x̂(s) ∈ `2 and1

|x|s = |x̂(s)|0 . (A.1.1)

Let s′ ≥ 0 and consider a bounded linear operator A ∈ L(Hs, Hs′). Since Hs and Hs′

are subspace of `2 = H0, we can represent A as an infinite matrix2 A = (Ak
′
k )k,k′∈Z in the

`2-coordinates, namely, if x ∈ Hs and y ∈ Hs′ with `2-coordinates x = (xk′), y = (yk),
and y = Ax, then yk =

∑
k′ A

k′
k xk′ . On the other hand, using the coordinates of Hs and

Hs′ , namely writing x = D−sx̂(s) and y = D−s
′
ŷ(s′), we get, by y = Ax, that

ŷ(s) = Âx̂(s) , where Â := Ds′AD−s ∈ L(H0, H0) .

1This is the usual isometry between the separable Hilbert space Hs and H0 := `2.
2With abuse of notation we denote by A both the operator and its `2-representation by the infinite

matrix A = (Ak
′
k ).
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In particular
‖A‖s,s′ = ‖Â‖0,0 , (A.1.2)

since by (A.1.1) (used with s and s′)

‖A‖s,s′ = sup
|x|s=1

|Ax|s′ = sup
|x̂(s)|0=1

|AD−sx̂(s)|s′ = sup
|x̂(s)|0=1

| ̂AD−sx̂(s)|0 = sup
|x̂(s)|0=1

|Âx̂(s)|0 = ‖Â‖0,0 .

We immediately have that, for every A,

(̂∂A) = ∂Â , (̂A) = (Â) . (A.1.3)

Lemma A.1.1. If M,∂βmM ∈ L(H0, H0) for every 1 ≤ m ≤ d, and

β := bd/2c+ 1 ,

then M ∈M(H0, H0) (i.e. M ∈ L(H0, H0)) and

|M |0,0 ≤ ‖M‖0,0 + cd
∑

1≤m≤d
‖∂βmM‖0,0 .

Then Proposition 1.1.9 is a direct consequence of (A.1.2), (A.1.3) and Lemma A.1.1
(applied with M := Â). Indeed we have

|A|s,s′ = ‖A‖s,s′ = ‖Â‖0,0 = |Â|0,0 ≤ ‖Â‖0,0 + cd
∑

1≤m≤d
‖∂βmÂ‖0,0

= ‖A‖s,s′ + cd
∑

1≤m≤d
‖(̂∂βmA)‖0,0 = ‖A‖s,s′ + cd

∑
1≤m≤d

‖∂βmA‖s,s′ .

It remains to prove Lemma A.1.1. We first note that∑
k′

|Mk′
k | ,

∑
k

|Mk′
k | ≤ ‖M‖0,0 + cd

∑
1≤m≤d

‖∂βmM‖0,0 =: µ , (A.1.4)

for a suitable cd > 1. Fix k′ ∈ Zd; let us split∑
k

|Mk′
k | = |Mk′

k′ |+ S1 + S2 + . . .+ Sd , (A.1.5)

where Sn, 1 ≤ n ≤ d, is the sum over k1, . . . , kd ∈ Z such that n− d indexes are equal to
the respective k′j and the other d are different; for example one of the addenda of Sn is∑

k1 6=k′1

. . .
∑
kn 6=k′n

|Mk′

(k̃,k̂′)
|

where, for brevity, k̃ := (k1, . . . , kn) and k̂′ := (k′n+1, . . . , k
′
d). Denoting

β := bd/2c+ 1 ,
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we estimate this the term3 as, by Cauchy-Schwarz inequality,∑
k1 6=k′1

. . .
∑
kn 6=k′n

|Mk′

(k̃,k̂′)
| =

∑
k1 6=k′1

|Mk′

(k̃,k̂′)
|1/n . . .

∑
kn 6=k′n

|Mk′

(k̃,k̂′)
|1/n

=
∑
k1 6=k′1

|∂β1Mk′

(k̃,k̂′)
|1/n

|k1 − k′1|β/n
. . .

∑
kn 6=k′n

|∂βnMk′

(k̃,k̂′)
|1/n

|kn − k′n|β/n

≤

 ∑
k1 6=k′1

1

|k1 − k′1|2β/n

1/2 ∑
k1 6=k′1

|∂β1M
k′

(k̃,k̂′)
|2/n
1/2

. . .

 ∑
kn 6=k′n

1

|kn − k′n|2β/n

1/2 ∑
kn 6=k′n

|∂βnMk′

(k̃,k̂′)
|2/n
1/2

≤ cd

 ∑
k1 6=k′1

. . .
∑
kn 6=k′n

|∂β1M
k′

(k̃,k̂′)
|2/n · · · |∂βnMk′

(k̃,k̂′)
|2/n
1/2

≤ cd

 ∑
k1 6=k′1

. . .
∑
kn 6=k′n

(
|∂β1M

k′

(k̃,k̂′)
|2 + · · ·+ |∂βnMk′

(k̃,k̂′)
|2
)1/2

≤ cd

∑
k∈Zd
|∂β1M

k′
k |2 + · · ·+

∑
k∈Zd
|∂βnMk′

k |2
1/2

= cd

(
|(∂β1M)e(k′)|20 + · · ·+ |(∂βnM)e(k′)|20

)1/2

≤ cd

(
‖∂β1M‖

2
0,0 + · · ·+ ‖∂βnM‖20,0

)1/2

≤ cd

(
‖∂β1M‖0,0 + · · ·+ ‖∂βnM‖0,0

)
≤ cd

∑
1≤m≤d

‖∂βmM‖0,0 ,

3The other ones being analogous.
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for4 a suitable different constants cd > 1. The same estimate holds for the other addenda
in Sn and for all the term Sn’s. Noting that |Mk′

k′ | ≤ |Me(k′)|0 ≤ |M |0,0, we have proved
(A.1.4) for

∑
k |Mk

k′ |. The inequality for

∑
k′

|Mk
k′ | =

∑
k′

|(MT )k
′
k |

where MT is the transpose matrix of M, follows similarly noting that ‖MT ‖0,0 = ‖M‖0,0
and that ∂(AT ) = −(∂A)T . This completes the proof of (A.1.4). Let us finish the proof
of Lemma A.1.1. By Cauchy-Schwarz we get

|M |20,0 = ‖M‖20,0 = sup
|x|0=1

|Mx|20 ≤
∑
k

(∑
k′

|Mk′
k ||xk′ |

)2

≤
∑
k

(∑
k′

|Mk′
k |

)(∑
k′

|Mk′
k ||xk′ |2

)
(A.1.4)

≤ µ
∑
k

∑
k′

|Mk′
k ||xk′ |2 = µ

∑
k′

∑
k

|Mk′
k ||xk′ |2 ≤ µ2

∑
k′

|xk′ |2 = µ2 ,

proving Lemma A.1.1.

A.2 Proof of the Lemma 1.3.13

Proof. The estimates on U follows by induction on k: recalling that

||| 〈d〉b(adA)B |||s ≤ 2(b+1)
(
||| 〈d〉bA |||s|||B |||s0 + |||A |||s||| 〈d〉

bB |||s0 + ||| 〈d〉bA |||s0 |||B |||s + |||A |||s0 ||| 〈d〉
bB |||s

)

||| 〈d〉b(adA)B |||s0 ≤ 2(b+1)
(
||| 〈d〉bA |||s0 |||B |||s0 + |||A |||s0 ||| 〈d〉

bB |||s0
)
, ||| (adA)B |||s0 ≤ 2|||A |||s0 |||B |||s0

4In order to get the third inequality we have used that for a1, . . . an ≥ 0 one has that the product
a1, · · · an ≤ max1≤m≤n a

n
m ≤

∑
1≤m≤n a

n
m.
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||| 〈d〉b(adA)k+1B |||s = ||| 〈d〉b(adA)k(adAB) |||s ≤ 2k(b+1)k
(
||| 〈d〉bA |||s|||A |||

k−1
s0
||| adAB |||s0

+ |||A |||s|||A |||
k−1
s0
||| 〈d〉badAB |||s0 + ||| 〈d〉bA |||s0 |||A |||

k−1
s0
||| adAB |||s

)
+ 2k(b+1)

(
k(k − 1)|||A |||s|||A |||

k−2
s0
||| 〈d〉bA |||s0 ||| adAB |||s0 + |||A |||ks0 ||| 〈d〉

badAB |||s
)

≤ 2k(b+1)k
(
||| 〈d〉bA |||s|||A |||

k−1
s0

2|||A |||s0 |||B |||s0 + |||A |||s|||A |||
k−1
s0

2b+1(||| 〈d〉bA |||s0 |||B |||s0

+ |||A |||s0 ||| 〈d〉
bB |||s0) + 2||| 〈d〉bA |||s0 |||A |||

k−1
s0

(
|||A |||s0 |||B |||s + |||A |||s|||B |||s0

))
+ 2k(b+1)k(k − 1)|||A |||s|||A |||

k−2
s0
||| 〈d〉bA |||s02|||A |||s0 |||B |||s0

+ 2k(b+1)
(
|||A |||ks02(b+1)

(
||| 〈d〉bA |||s|||B |||s0

+ |||A |||s||| 〈d〉
bB |||s0 + ||| 〈d〉bA |||s0 |||B |||s + |||A |||s0 ||| 〈d〉

bB |||s
))

≤ 2k(b+1)k
(

2||| 〈d〉bA |||s|||A |||
k
s0
|||B |||s0 + |||A |||s|||A |||

k−1
s0

2b+1(||| 〈d〉bA |||s0 |||B |||s0 + |||A |||s0 ||| 〈d〉
bB |||s0)

+ 2||| 〈d〉bA |||s0 |||A |||
k−1
s0

(|||A |||s0 |||B |||s + |||A |||s|||B |||s0)
)

+ 2k(b+1)
(

2k(k − 1)|||A |||s|||A |||
k−1
s0
||| 〈d〉bA |||s0 |||B |||s0

+ 2(b+1)|||A |||ks0 ||| 〈d〉
bA |||s|||B |||s0 + 2(b+1)|||A |||ks0 |||A |||s||| 〈d〉

bB |||s0
+ 2(b+1)|||A |||ks0 ||| 〈d〉

bA |||s0 |||B |||s + 2(b+1)|||A |||s0 ||| 〈d〉
bB |||s)

)
≤ 2(k+1)(b+1)(k + 1)

(
||| 〈d〉bA |||s|||A |||

k
s0
|||B |||s0 + |||A |||s|||A |||

k
s0
||| 〈d〉bB |||s0

+ ||| 〈d〉bA |||s0 |||A |||
k
s0
|||B |||s

)
+ 2(k+1)(b+1)

(
k(k + 1)|||A |||s|||A |||

k−1
s0
||| 〈d〉bA |||s0 |||B |||s0 + |||A |||k+1

s0
||| 〈d〉bB |||s

)

A.3 Lipschitz extention Theorem

Theorem 7 (Kirszbraun Theorem). Let E ⊂ Rn and f : E → Rm a Lipschitz function.
Then f can be extended to Rn keeping the Lipschitz constant of the original function.

Remark A.3.1. In the case m = 1 one such extension is given by

f̃(x) := inf
y∈E

(f(y) + Lip(f)|x− y|),

where Lip(f) is the Lipschitz constant of f .
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A.4 Lie exponentiation Formula

Lemma A.4.1. Let’s consider the system{
Ḃ(t) = ad(A)B(t)

B(0) = B
.

The solution of this system is etad(A)B. It holds that e−ABeA = ead(A)B.

Proof. Setting

etad(A)B :=
∑
k≥0

tkad(A)k

k!
B

we see that it totally converges so

d

dt
etad(A)B =

d

dt

∑
k≥0

tkad(A)k

k!
B =

∑
k≥0

tk−1ad(A)k

(k − 1)!
B = ad(A)etad(A)B

thus by the existence and uniqueness Theorem this is the solution.

A.5 Composition lemma

Let p : Rd → Rd be a 2π−periodic function in W s,∞, s ≥ 1, with |p|1,∞ ≤ 1
2

5. Let
f(x) = x+ p(x). Then:

i. f is invertible, its inverse is f−1(y) = g(y) = y + q(y) where q is 2π−periodic,
q ∈W s,∞(Td,Rd), and |q|s,∞ ≤ C|p|s,∞. More precisely,

|q|L∞ = |p|L∞ , |Dq|L∞ ≤ 2|Dp|L∞ , |Dq|s−1,∞ ≤ 2|Dp|s−1,∞ .

where the constant C depends on d, s.

ii. If u ∈ Hs(Td,C), then u ◦ f(x) = u(x + p(x)) is also in Hs(Td,C), and, with the
same C as in i,

|u ◦ f(x)|s ≤ C(|u|s + |Dp|s−1,∞|u|1) (A.5.1)

|u ◦ f(x)− u|s ≤ C(|p|L∞ |u|s+1 + |p|s,∞|u|2) (A.5.2)

|u ◦ f(x)|γ,Os ≤ C(|u|γ,Os+1 + |p|γ,Os,∞|u|
γ,O
2 ) . (A.5.3)

(A.5.1), (A.5.2), (A.5.3) also hold for u ◦ g

The proof can be found in [BBM14] in the Appendix.

5|u|s,∞ :=
∑
|β|≤s |D

βu|L∞
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