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Abstract

We discuss a Nash-Moser/ KAM algorithm for the construction of invariant tori for tame vector fields.
Similar algorithms have been studied widely both in finite and infinite dimensional contexts: we are
particularly interested in the second case where tameness properties of the vector fields become very
important. We focus on the formal aspects of the algorithm and particularly on the minimal hypotheses
needed for convergence. We discuss various applications where we show how our algorithm allows to reduce
to solving only linear forced equations. We remark that our algorithm works at the same time in analytic
and Sobolev class.
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1 Introduction

The aim of this paper is to provide a general and flexible approach to study the existence, for finite or infinite
dimensional dynamical systems of of finite dimensional invariant tori carrying a quasi-periodic flow. To this
purpose we discuss an iterative scheme for finding invariant tori for the dynamics of a vector field F = N0 +G,
where N0 is a linear vector field which admits an invariant torus and G is a perturbation.
By an invariant torus of u̇ = F (u), with u ∈ E a Banach space, we mean an embedding Td → E, which
is invariant under the dynamics of F , i.e. the vector field F is tangent to the embedded torus. Similarly an
analytic invariant torus is a map Tds → E (with s > 0) where Tds is a thickened torus1.

It is very reasonable to work in the setting of the classical Moser scheme of [1], namely F acts on a product
space (θ, y, w) where θ ∈ Tds , y ∈ Cd1 while w ∈ `a,p some separable scale of Hilbert spaces. The variables θ
appear naturally as a parametrization for the invariant torus of N0. The y variables are constants of motion
for N0, in applications they naturally appear as “conjugated” to θ, for instance in the Hamiltonian setting they
come from the symplectic structure. The variables w describe the dynamics in the directions orthogonal to
the torus. The main example that we have in mind is2

N0 = ω(0) · ∂θ + Λ(0)w∂w (1.1)

where ω(0) ∈ Rd is a constant vector while Λ(0) is a block-diagonal skew self–adjoint operator, independent of
θ. Note that N0 has the invariant torus y = 0, w = 0 , where the vector field reduces to ϕ̇ = ω(0).

Regarding the normal variables w, we do not need to specify `a,p but only give some properties, see
Hypothesis 2.1, which essentially amount to requiring that `a,p is a weighted sequence space3 where a ≥ 0 is
an exponential weight while p > 0 is polynomial, for example

w = {wj}j∈I⊆N , wj ∈ C , ‖w‖2a,p :=
∑

j∈I⊆N

λ2p
j e

2aλj |wj |2 , 0 < λj ≤ λj+1 . . . λi →∞.

Note that if I is a finite set our space is finite dimensional.

The existence of an invariant torus in the variables (θ, y, w) means the existence of a map Tds
h→ Cd1 × `a,p

of the form θ 7→ h(θ) = (h(y)(θ), h(w)(θ)) such that

F(F, h) ≡ F(h) := F (v)(θ, h(y)(θ), h(w)(θ))− ∂θh(v) · F (θ)(θ, h(y)(θ), h(w)(θ)) = 0, v = y, w, (1.2)

hence it coincides with the search for zeros of the functional F with unknown h. Here h lives in some Banach
space, say Hq(Tds ;C

d1 × `a,p) on which F is at least differentiable. Note moreover that F(N0, 0) = 0 trivially.
Since we are in a perturbative setting, once one has the torus embedding, one can study the dynamics of the
variables θ restricted to the torus and look for a change of variables ϕ 7→ θ(ϕ) which conjugates the dynamics

1 we use the standard notation Tds :=
{
θ ∈ Cd : Re(θ) ∈ Td, maxh=1,...,d |Im θh| < s

}
2we use the standard notation for vector fields F =

∑
v=θ,y,w F

(v)∂v
3a good example is to consider spaces of Sobolev or analytic functions on compact manifolds
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of θ to the linear dynamics ϕ̇ = ω with ω ∼ ω(0) a rationally independent vector. Obviously this could be
done directly by looking for a quasi-periodic solution i.e. a map

h : ϕ→ (h(θ)(ϕ), h(y)(ϕ), h(w)(ϕ)), h ∈ Hq(Tds ;C
d × Cd1 × `a,p).

which solves the functional equation

F(h) := F (h(θ)(ϕ), h(y)(ϕ), h(w)(ϕ))− ω · ∂ϕh = 0.

If we take `a,p = ∅, d1 = d, this is the classical KAM framework of Kolmogorov [2], Arnold [3] and Moser [4];
see also [5, 6, 7].

Even in the simplest setting, equation (1.2) cannot be solved by classical Implicit Function Theorem. In
fact typically the operator F in (1.2) linearized at F = N0, h = 0 is not invertible on Hq(Tds ;C

d1 × `a,p) since
it has a spectrum which accumulates to zero (the so-called small divisors). To overcome this problem one can
use a Nash-Moser iterative scheme in order to find a sequence of approximate solutions rapidly converging to
the true solution. The fast convergence is used to control the loss of regularity due to the small divisors. Such
schemes are adaptations to Banach spaces of the Newton method to find zeros of functions, see [8].

F(h)

h0h1h2

Figure 1.1: Three steps of the Newton algorithm hn+1 := hn − (dhF(hn))−1[F(hn)]

In order to run an algorithm of this type one must be able to control the linearized operator in a neighbor-
hood of the expected solution; see Figure 1.1. Due to the presence of small divisors it is not possible to invert
such operator as a functional from a Sobolev space to itself (not even the operator linearized about zero).
However, since the Newton scheme is quadratic, one may accept that dhF−1 is well defined as an unbounded
“tame” operator provided that one has a good control on the loss of regularity.

Of course, if on the one hand in order to achieve such control it is in general not sufficient to give lower
bounds on the eigenvalues, on the other hand one surely needs to avoid zero or “too small” eigenvalues. To
this end one typically uses parameter modulation. Precisely one assumes that ω(0),Λ(0) depend (non trivially
and with some regularity) on some parameters ξ ∈ Rk for some k. Unfortunately, equations from physics may
come with no such external parameters, so that one needs to extract them from the initial data: however we
shall not address this issue here.

An equivalent approach to the Nash-Moser scheme is to find a change of coordinates

(y, w) (ỹ + h(y)(θ), w̃ + h(w)(θ))

such that the push forward of the vector field has an invariant torus at ỹ = 0, w̃ = 0. Clearly the equation for
h is always (1.2), hence the solvability conditions on the inverse of the linearized operator appear also in this
context.
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Following this general strategy one can look for different types of changes of variables such that the push
forward of the vector field has a particularly simple form, and the existence of an invariant torus follows
trivially. For instance in classical KAM Theorems the idea is to look for an affine change of variables such
that not only y = 0, w = 0 is an invariant torus but the vector filed F linearized in the directions normal to
the torus is diagonal. This means that in the quadratic scheme one not only performs a traslation but also
a linear change of variables which approximately diagonalizes the linearized operator at each step. Naturally
this makes the inversion of dhF much simpler. It is well known that it is possible to diagonalize a finite
dimensional matrix if it has distinct eigenvalues. Then, in order to diagonalize the linearized operator at an
approximate solution, one asks for lower bounds on the differences of the eigenvalues (the so called “Second
Mel’nikov” conditions). Under these assumptions the bounds on the inverse follow by just imposing lower
bounds on the eigenvalues (the so called the First Mel’nikov conditions). This requirement together with some
structural hypotheses on the system (Hamiltonianity, reversibility, ....) provides existence and linear stability
of the possible solution. More in general if one wants to cancel non linear terms in the vector fields one needs
to add some more restrictive conditions on the linear combinations of the eigenvalues (higher order Mel’nikov
conditions). Naturally such conditions are not necessary for the invertibility, actually in many applications
they cannot be imposed (already in the case of the NLS on the circle the eigenvalues are double) and typically
in a Nash-Moser scheme they are not required.

Quadratic algorithms for the construction of finite dimensional invariant tori have been used in the literature
both in finite, see for instance [9] and references therein, or infinite dimensional setting. Starting from [10, 11],
this problem has been widely studied in the context of Hamiltonian PDEs; a certainly non exaustive list of
classical results could be for instance [12, 13, 14, 15, 16, 17, 18, 19, 20, 21], in which either the KAM scheme
or the Lyapunov-Schmidt decomposition and the Newton iteration method are used.

The aforementioned literature is mostly restricted to semilinear PDEs on the circle. More recently also
other extensions have been considered, such as cases where the spatial variable is higher dimensional, or
when the perturbation is unbounded. Regarding the higher dimensional cases, besides the classical papers by
Bourgain, we mention also [22, 23, 24, 25, 26, 27, 28, 29, 30], where also manifolds other than the torus are
considered.

The first results with unbounded perturbations can be found in [18, 31, 32, 33, 34, 35]; in these papers the
authors follows the classical KAM approach, which is based on the so-called “second Mel’nikov” conditions.
Unfortunately their approach fails in the case of quasi-linear PDEs (i.e. when the nonlinearity contains
derivatives of the same order as the linear part). This problem has been overcome in [36, 37, 38], for the
periodic case, and in [39, 40], first for forced and then also for autonomous cases, see also [41, 42, 43, 44].
The key idea of such papers is to incorporate into the reducibility scheme techniques coming from pseudo-
differential calculus. The extensions for the autonomous cases are based on the ideas developed in [45], where
the Hamiltonian structure is exploited in order to extend results on forced equations to autonomous cases.

In all the results mentiond so far, the authors deal with two problems: the convergence of the iterative
scheme, and the invertibility of the linearized operator in a neighborhood of the expected solution. Typically
these problems are faced at the same time, by giving some non-degeneracy conditions on the spectrum of
the linearized operator in order to get estimates on its inverse. However, while the bounds on the linearized
operator clearly depend on the specific equation one is dealing with, the convergence of the scheme is commonly
believed to be adjustable case by case.

Our purpose is to separate the problems which rely only on abstract properties of the vector fields from
those depending on the particular equation under study.

Our point of view is to look for a change of coordinates, say Ψ, such that the push-forward of the vector
field has an invariant torus at the origin. In fact all the results described above can be interpreted in this way.
Typically one chooses a priori a group G of changes of coordinates in which one looks for Ψ. Then, for many
choices of G, one may impose smallness conditions on the perturbation (depending on the choice of G) and
perform an iterative scheme which produces Ψ, provided that the parameters ξ belong to some Cantor like set
(again depending on the choice of G). In this paper we impose some mild conditions on the group G such that
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an iterative algorithm can be performed. Then we explicitly state the smallness conditions and the conditions
on the parameters. Then, in Section 4 we show some particularly relevant choices of G (in fact we always
describe the algebra which generates G) and the resulting Cantor like sets. In this way, in order to apply our
theorem to a particular vector field, one has to: first choose a group, then verify the smallness conditions and
finally check that the Cantor like set is not empty. As it might be intuitive, the simpler the structure of G the
more complicated is to prove that the resulting Cantor like set in not empty.

The present paper is mainly inspired by the approach in [45], but we follow a strategy more similar to the
one of [1]. In particular this allows us to cover also non-Hamiltonian cases, which require different techniques
w.r.t. [45]; compare Subsections 4.2 and 4.3. We essentially produce an algorithm which interpolates a Nash-
Moser scheme and KAM scheme. On the one hand we exploit the functional approach of the Nash-Moser
scheme, which allows to use and preserve the “PDE structure” of the problems; on the other hand we leave the
freedom of choosing a convenient set of coordinates during the iteration (which is typical of a KAM scheme).
This allows us to deal with more general classes of vector fields and with analytic nonlinearities. This last
point is particularly interesting in applications to quasi-linear PDEs, where the only results in the literature
are for Sobolev regularity; see [46]. In fact, we develop a formalism which allows us to cover cases with both
analytic or Sobolev regularity, by exploiting the properties of tame vector fields, introduced in Definition 2.13
and discussed in Appendix B.

Another feature of our algorithm is related to the “smallness conditions”; see Constraints 2.21 and D.1
and the assumption (2.54). Clearly in every application the smallness is given by the problem, and one needs
adjusts the algorithm accordingly. Again, while this is commonly believed to be easy to achieve, our point of
view is the opposite, i.e. finding the mildest possible condition that allow the algorithm to converge, and use
them only when it is necessary. Of course if on the one hand this makes the conditions intricated, on the other
hand it allows more flexibility to the algorithm.

Description of the paper. Let us discuss more precisely the aim of the present paper. We consider vector
fields of the form 

θ̇ = F (θ) := ω(0)(ξ) +G(θ)(θ, y, w)

ẏ = F (y) := G(y)(θ, y, w)

ẇ = F (w) := Λ(0)(ξ)w +G(w)(θ, y, w)

(1.3)

where N0 = ω(0) · ∂θ + Λ(0)w∂w and G is a perturbation, i.e. (1.3) admits an approximately invariant torus.
Note that this does not necessarily mean that G is small, but only that it is approximately tangent to the
torus. Recall that ξ ∈ O0 ∈ Rk is a vector of parameters.

Then the idea, which goes back to Moser [1], is to find a change of coordinates such that in the new
coordinates the system (1.3) takes the form

θ̇ = ω(ξ) + G̃(θ)(θ, y, w)

ẏ = G̃(y)(θ, y, w)

ẇ = Λ(0)(ξ)w + G̃(w)(θ, y, w)

(1.4)

with ω ∼ ω(0), the average of G̃(θ, 0, 0) is zero and G̃(v)(θ, 0, 0) ≡ 0 for v = y, w. More precisely in our
main Theorem 2.25 we prove the convergence of an iterative algorithm which provides a change of variables
transforming (1.3) into (1.4), for all choices of ξ in some explicitly defined set O∞ (which however might be
empty).

The changes of variables are not defined uniquely, and one can specify the problem by – for instance –
identifying further terms in the Taylor expansion of G̃ w.r.t. the variables y and w which one wants to set to
zero. Of course different choices of changes of variables modify the set O∞ so that in the applications it is not
obvious to understand which is the best choice. In fact finding the setting in which one is able to prove that
O∞ is non empty and possibly of positive measure is the most difficult part in the applications. We do not
address this problem at all. Our aim is instead to study very general classes of changes of variables and find
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general Hypotheses on the functional setting, the vector field under study and the terms of the Taylor series
that one wants to cancel, under which such an algorithm can be run, producing an explicit set O∞.

In particular in our phase space Tds × Cd1 × `a,p we do not distinguish the cases where either s or a are
equal to zero (Sobolev cases) from the analytic cases. In the same spirit we do not require that the vector field
is analytic but only that it is Cq for some large finite q. The key ingredients of the paper are the following.
Tame Vector fields. We require that F is Ck-tame up to order q, see Definition 2.13, namely it is tame
together with its Taylor expansion up to finite order k w.r.t. y, w and it is regular up to order q in θ, see
Subsection 2.2. We make this definition quantitative by denoting a tameness constant for G by C~v,p(G), here ~v
contains all the information relative to the domain of definition of G, while p gives us the Sobolev regularity. In
Appendix B we describe some properties of tame vector fields which we believe are interesting for themselves.
Finally our vector fields are not necessarily bounded, instead they may lose some regularity, namely we allow

F : Tds ×
{
y ∈ Cd1 : |y|1 < rs

}
×
{
w ∈ `a,p+ν : ‖w‖a,p1

< r
}
→ Cd × Cd1 × `a,p (1.5)

for some fixed ν ≥ 0. The properties we require are very general and are satisfied by large class of PDEs,
for instance it is well known that these properties are satisfied by a large class of composition operators on
Sobolev spaces; see [4, 47].
The (N ,X ,R) decomposition. We choose a subspace of polynomials of maximal degree n, which we call
X , containing all the terms we wants to “cancel out” from G. This space contains the algebra of the changes
of variables we shall apply. Clearly the subspace X must be chosen so that a vector field with no terms in
X possesses an invariant torus. In order to identify the part of F belonging to X we Taylor-expand it about
y = 0, w = 0: since F is assumed to be a Cq vector field, this obviously requires that q is larger than n i.e.
the maximal degree of the monomials in X . With some abuse of notation (see Definition 2.11 and comments
before it) we denote this operation as a projection ΠXF .
We also define a space of polynomial vector fields N (which does not intersect X ) such that N0 ∈ N . We allow
a lot of freedom on the choice of N , provided that it satisfies some rather general hypotheses, in particular all
vector fields in N should have an invariant torus at zero, and N should contain the unperturbed vector field
N0; in fact we shall require a stronger condition on N0, i.e. that it is diagonal; see the example in (1.1) and
Definition 2.20 for a precise formulation.
Our space of Ck-tame vector fields is then decomposed uniquely as X ⊕N ⊕R, and we may write

(1−ΠX )F = N +R

where N = ΠNF while R = ΠRF is a remainder.
The Invariant subspace E. We choose a space of vector fields E (see Definition 2.19) where we want
our algorithm to run. Such space appears naturally in the applications where usually one deals with special
structures (such as Hamiltonian or reversible structure) that one wishes to preserve throughout the algorithm.
As one might expect, the choice of the space E influences the set O∞. In the applications to PDEs the choice
of the space E is often quite subtle: we give some examples in Section 4.
Regular vector fields. We choose a subspace of polynomial vector fields, which we denote by regular vector
fields and endow with a Hilbert norm | · |~v,p with the only restriction that they should satisfy a set of properties
detailed in Definition 2.18, for instance we require that all regular vector fields are tame with tameness
constant equal to the norm | · |a,p and moreover that for p = p1 this tameness constant is sharp. Throughout
our algorithm we shall apply close to identity changes of variables which preserve E and are generated by such
vector fields (this is the group G of changes of variables). This latter condition can probably be weakened but,
we believe, not in a substantial way: on the other hand it is very convenient throughout the algorithm.

Our Goal. We fix any decomposition (N ,X ,R), any space E and any space of regular vector fields A provided
that they satisfy Definitions 2.17, 2.19 and 2.18.
We assume that F = N0 +G belongs to E, is Cn+2 tame (the value of n being fixed by E) and that ΠXF = ΠXG
is appropriately small while (1−ΠX )F is “controlled”. We look for a change of coordinates H∞ such that for
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all ξ ∈ O∞ one has4
ΠX (H∞)∗F ≡ 0 .

At the purely formal level, a change of coordinates Φ generated by a bounded vector field g, transforms F into

Φ∗(F ) ∼ F + [g, F ] +O(g2) ∼ e[g,·]F. (1.6)

We find the change of variable we look for via an iterative algorithm; at each step we need Φ to be such
that ΠX (Φ∗F ) = 0 up to negligible terms, so we need to find g such that

ΠX (F + [g, F ]) = 0 ;

in other words we need to invert the operator ΠX [F, ·]. Since one expects g ∼ X := ΠXF (which is assumed
to be small) then, at least formally, the term [g,ΠXF ] is negligible and one needs to solve

ΠX ([(1−ΠX )F, g])−X := u (1.7)

with g ∼ X and u ∼ X2. Equation (1.7) is called homological equation and in order to solve it one needs the
“approximate invertibility” for the operator

A(·) := ΠX [(1−ΠX )F, ·]. (1.8)

Then the iteration is achieved by setting Ψ0 := 1 and

Ψn := Φ1
gn ◦Ψn−1 , Fn := (Ψn)∗F (1.9)

where Φ1
gn is the time-1 flow map generated by the vector field gn which in turn solves the homological equation

ΠX ([(1−ΠX )Fn−1, gn])−Xn−1 := un. (1.10)

Since we need to preserve the structure, namely we need that at each step Fn ∈ E , then at each step the
change of variables Φ1

gn should preserve E . In fact we require that gn is a regular vector field,
In order to pass from the formal level to the convergence of the scheme we need to prove that gn and un

satisfy appropriate bounds.
Homological equation. We say that a set of parameters O satisfies the homological equation ( for
(F,K,~v0, ρ)) if there exist g, u which satisfy (1.7) with appropriate bounds (depending on the parameters
K,~v0, ρ; ~v0 controls the domain of definition, ρ controls the size of the change of variables and K is an ul-
travioled cut-off), see Definition 2.23. Since F is a merely differentiable vector field the bounds are delicate
since expressions like (1.6) may be meaningless in the sense that –apparently– the new vector field Fn+1 is
less regular than Fn, and hence it is not obvious that one can iterate the procedure. Indeed the commutator
loses derivatives and thus one cannot use Lie series expansions in order to describe the change of variables.
However one can use Lie series expansion formula on polynomials, such as ΠXΦ∗F . We show that, provided
that X is small while R,N −N0 are appropriately bounded, we obtain a converging KAM algorithm.
Note that the smallness of X implies the existence of a sufficiently good approximate solution; on the other
hand, we only need very little control on (1 − ΠX )Fn, which results on very weak (but quite cumbersome)
assumptions on R and especially on N −N0; see (1.12) and Remark 2.22.
Compatible changes of variables. It is interesting to notice that at each step of the iterative scheme (1.9)
we may apply any change of variables Ln with the only condition that it does not modify the bounds, i.e.
ΠX (Ln)?Fn−1 ∼ ΠXFn−1 (and the same for the other projections). We formalize this idea in Definition 2.24
where we introduce the changes of variables compatible with (F,K,~v0, ρ). Then we may set

Hn = Φ1
gn ◦ Ln ◦ Hn−1 , Fn := (Hn)∗F (1.11)

4given a diffeomorphism Φ one defines the push-forward of a vector field F as Φ∗F = dΦ(Φ−1)[F (Φ−1)].
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and the algorithm is still convergent.
This observation is essentially tautological but it might well be possible that in a new set of coordinates it is
simpler to invert the operator An := ΠX ad((1−ΠX )Fn−1) (for instance An may be diagonal up to a negligible
remainder, see Subsection 4.4). Note that since the approximate invertibility of An is in principle independent
from the coordinates (provided the change does not lose regularity), if one knows that a change of variables
simplifying An exists, there might be no need to apply it in order to deduce bounds on the approximate
inverse. This is in fact the strategy of the papers [39, 40], where the authors study fully nonlinear equations
and prove existence of quasi-periodic solutions with Sobolev regularity. On the other hand one might modify
the definition of the subspace X in such a way that Ln is the time one flow of a regular bounded vector field
in X . The best strategy clearly depends on the application, so we leave the Ln as an extra degree of freedom.
We can summarize our result as follows, for the notations we refer to the informal Definitions written above.

Theorem. Fix ν ≥ 0 as in (1.5), and fix a decomposition (N ,X ,R) , a subspace E and a space of regular
vector fields A. Fix parameters ε0, R0, G0, p2 satisfying appropriate constraints. Let N0 be a diagonal vector
field and consider a vector field

F0 := N0 +G0 ∈ E

which is Cn+2-tame up to order q = p2 + 2.
Fix γ0 > 0 and assume that

γ−1
0 C~v0,p2

(G0) ≤ G0 , γ−1
0 C~v0,p2

(Π⊥NG0) ≤ R0 , γ−1
0 |ΠXG0|~v0,p1

≤ ε0 , γ−1
0 |ΠXG0|~v0,p2

≤ R0 , (1.12)

here C~v,p(G) is a tameness constant, while | · |~v,p is the norm on regular vector fields.

For all n ≥ 0 we define recursively changes of variables Ln,Φn and compact sets On as follows.
Set H−1 = H0 = Φ0 = L0 = 1, and for 0 ≤ j ≤ n−1 set recursively Hj = Φj ◦Lj ◦Hj−1 and Fj := (Hj)∗F0 :=
N0 +Gj. Let Ln be any compatible change of variables for (Fn−1,Kn−1, ~vn−1, ρn−1) and On be any compact
set

On ⊆ On−1 ,

which satisfies the homological equation for ((Ln)∗Fn−1,Kn−1, ~v
0
n−1, ρn−1), let gn be the solution of the ho-

mological equation and Φn the time-1 flow map generated by gn.
Then the sequence Hn converges for all ξ ∈ O0 to some change of variables

H∞ = H∞(ξ) : Da0,p(s0/2, r0/2) −→ D a0
2 ,p

(s0, r0).

such that defining F∞ := (H∞)∗F0 one has

ΠXF∞ = 0 ∀ξ ∈ O∞ :=
⋂
n≥0

On

and
γ−1

0 C~v∞,p1
(ΠNF∞ −N0) ≤ 2G0, γ−1

0 C~v∞,p1
(ΠRF∞) ≤ 2R0

with ~v∞ := (γ0/2,O∞, s0/2, a0/2).

While the scheme is quite general, as a drawback the set of parameters ξ for which the invariant torus
exists is defined in a very complicated way, in terms of the approximate invertibility of the operators An.

In order to get a simpler description of the good parameters we may require that (N ,X ,R) is a “triangular
decomposition” i.e. there exists a decomposition X = ⊕b

j=1Xj such that for all N ∈ N the action of the
operator N := ΠX [N, ·] is block diagonal while for all R ∈ R the action of R := ΠX [R, ·] is strictly upper
triangular, see Definition 3.1. In Proposition 3.5 we show that under such hypotheses the problem of solving
the homological equation (1.10) is reduced to proving the approximate invertibility of N, the so called Melnikov
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conditions, which is typically much simpler to analyze in the applications. Indeed solving (1.10) amounts to
inverting A but since R is upper triangular and N is diagonal, the Neumann series

A−1 = (N + R)−1 = N−1
∑
j

(−1)j(N−1R)j

is a finite sum.
Note that in order to produce a triangular decomposition one can associate degrees to w, y (say resp. 1

and d > 0) in order to induce a degree decomposition (see Remark 3.2) which gives to the space of polynomial
vector fields a graded Lie algebra structure. By Lemma 3.3 triangularity is achieved when N contains only
terms with degree 0 while R contains only terms with degree > 0 while X = ⊕b

j=1Xj is the decomposition of
X in subspaces of increasing degree. Note that this can be done for any choice for d.

Another natural way to understand the nature of the subspaces X ,N ,R is through “rescalings”. This
means introducing a special degree decomposition where the degree of y is the same s as the one used in the
definition of the domains in the phase space, see (1.5). This latter degree decomposition separates terms which
behave differently under rescaling of the order on magnitude of the domains r → λr. Note that in this way
X contains terms with negative scaling, N contains the terms with scaling zero and finally R contains terms
with positive scaling.

Typically the invertibility of N relies on non degeneracy conditions on the eigenvalues which provides a
lower bounds on the small divisors. The size γ0 of such denominators is essentially given by the problem. A
vector field is considered a perturbation if its size is small with respect to the size of the small divisor. Hence
in giving the smallness conditions on G one must find a modulation between the size of the remainder R,
which can be made small by a rescaling, and the size of X which grows under the rescaling. The polynomial
vector fields in N are more delicate. Indeed some such terms do not change under rescaling. Of course ΠNG
should be much smaller with respect to N0 but in fact one does not need that ΠNG is small with respect to
γ0 provided that ΠXG is sufficiently small. This further justifies why the smallness conditions on the vector
field G are imposed separately on each term. We refer the reader to Paragraph 4.6 for more details.

In Section 4 we discuss various applications and examples and we show how our algorithm allows to
interpolate between the Nash-Moser algorithm and the classical KAM one. Example 1. is the classic Nash-
Moser approach, where one fixes the subspace X to be as simple as possible.
In Example 2. we study Hamiltonian vector fields, and exploit the Hamiltonian structure in order to simplify
the Melnikov conditions; this is a reinterpretation to our setting of the strategy of [45]. We conclude subsection
4.2 by collecting our results into Theorem 4.11.
In Example 3. we only assume that our vector fiels is reversible and we simplify the Melnikov conditions by
making an appropriate choice of the sets X ,N ,R, this is a new result which we believe should enable us to
prove existence of quasi-periodic solutions in various settings, see [46] for the case of the fully nonlinear NLS
on the circle. We conclude subsection 4.3 by collecting our results into Theorem 4.16.
In Examples 2. and 3. our formulation essentially decouples the dynamics on the approximate invariant torus,
which is given by the equation for θ and y, and the dynamics in the normal direction w. More precisely in
these cases the invertibility of Nn follow from the conditions:

• The frequency vector ωn(ξ) := 〈F (θ)
n (θ, 0, 0)〉 needs to be diophantine;

• The operator Ln := ωn ·∂θ +dwF
(w)(θ, 0, 0) acting on Hp(Tds , `a,p) must be “approximatively invertible”.

Note that Ln has the same form of the linearized operator of a forced equation, namely the case where
F θ = ω · ∂θ and the frequency vector ω plays the rôle of an external parameter. Moreover if F is a vector field
coming from a PDE (possibly after one step of Birkhoff Normal Form), then Ln differs from the linearization
of a composition operator by a finite rank term, this is an essential property in the study of quasi-linear PDEs.
In Example 4 we prove a KAM theorem for a class of Hamiltonian vector fields corresponding to the classical
paper [15], but requiring only finite differentiability and imposing milder smallness conditions, comparable to
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those of [48]. We conclude subsection 4.4 by stating a result on the existence of reducible invariant tori; this
is the finitely differentiable version of [15, 48].

Finally in subsection 4.5 we discuss how to apply Examples 2 and 4 to an NLS with Fourier multipliers,
respectively in the case of a Lie group and of [0, π] with Dirichlet boundary conditions.

Acknowledgements. We thank L. Biasco, F. Giuliani, J. Massetti and R. Montalto for useful comments
on the manuscript. This research was supported by the European Research Council under FP7 “Hamiltonian
PDEs and small divisor problems: a dynamical systems approach”, by PRIN2012 “Variational and perturbative
aspects of non linear differential problems" and McMaster University.

2 Functional setting and main result

In this paragraph we introduce all the relevant notation and tools we need. In particular we define our phase
space, the vector fields we will deal with and the type of change of variables we need in order to perform our
KAM algorithm, as explained in the introdution.

2.1 The Phase Space

Our starting point is an infinite dimensional space with a product structure Va,p := Cd×Cd1×`a,p. Here `a,p is
a scale of separable Hilbert spaces endowed with norms ‖ · ‖a,p, in particular this means that ‖f‖a,p ≤ ‖f‖a′,p′
if (a, p) ≤ (a′, p′) lexicographically.

Hypothesis 2.1. The space `0,0 is endowed with a bilinear scalar product

f, g ∈ `0,0 7→ f · g ∈ C.

The scalar product identifies the dual `∗a,p with `−a,−p and is such that

‖w‖20,0 = w · w , |g · f | ≤ ‖g‖a,p‖f‖−a,−p |g · f | ≤ ‖g‖0,0‖f‖0,0 ≤ ‖g‖a,p‖f‖0,0. (2.1)

We denote the set of variables V :=
{
θ1, . . . , θd, y1, . . . , yd1 , w

}
. Moreover we make the following assumption

on the scale `a,p. We assume that there is a non-decreasing family (`K)K≥0 of closed subspaces of `a,p such
that ∪K≥0`K is dense in `a,p for any p ≥ 0, and that there are projectors

Π`K : `0,0 → `K , Π⊥`K := 1−Π`K , (2.2)

such for all p, α, β ≥ 0 there exists a constant C = C(a, p, α, β) such that one has

‖Π`Kw‖a+α,p+β ≤ CeαKKβ‖w‖a,p ∀w ∈ `a,p, (2.3a)

‖Π⊥`Kw‖a,p ≤ Ce−αKK−β‖w‖a+α,p+β , ∀w ∈ `a+α,p+β . (2.3b)

We shall need two parameters, p0 < p1. Precisely p0 > d/2 is needed in order to have the Sobolev
embedding and thus the algebra properties, while p1 will be chosen very large and is needed in order to define
the phase space.

Definition 2.1 (Phase space). Given p1 large enough, we consider the toroidal domain

Tds ×Da,p(r) := Tds ×Br2 ×Br,a,p,p1
,⊂ Va,p (2.4)

where
Tds :=

{
θ ∈ Cd : Re(θ) ∈ Td, max

h=1,...,d
|Im θh| < s

}
,

Brs :=
{
y ∈ Cd1 : |y|1 < rs

}
, Br,a,p,p1

:=
{
w ∈ `a,p : ‖w‖a,p1

< r
}
,

and we denote by Td := (R/2πZ)d the d-dimensional torus.
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Remark 2.2. Note that Br,a,p,p1
is the intersection of `a,p with the ball of radius r in `a,p1

, thus our phase
space clearly depends on the parameter p1. We drop it in the notations since it will be fixed once and for all,
while a, p, s, r vary throughout the algorithm and we carefully need to keep track of them.

Fix some numbers s0, a0 ≥ 0 and r0 > 0. Given s ≤ s0, a, a′ ≤ a0, r ≤ r0, p, p′ ≥ p0. We endow the space
Va,p with the following norm. For u = (u(θ), u(y), u(w)) ∈ Tds ×Da,p(r)

‖u‖Va,p =
1

max{1, s0}
‖u(θ)‖Cd +

1

r
(s)
0

‖u(y)‖Cd1 +
1

r0
‖u(w)‖`a,p , (2.5)

Now consider maps

f : Tds ×Da′,p′(r)→ Va,p

(θ, y, w)→ (f (θ)(θ, y, w), f (y)(θ, y, w), f (w)(θ, y, w)) ,
(2.6)

with
f (v)(θ, y, w) =

∑
l∈Zd

f
(v)
l (y, w)eil·θ , v ∈ V ,

where f (v)(θ, y, w) ∈ C for v = θi, yi while f (w)(θ, y, w) ∈ `a,p. We shall use also the notation f (θ)(θ, y, w) ∈ Cd,
f (y)(θ, y, w) ∈ Cd1 .

Remark 2.3. We think of these maps as families of torus embeddings from Tds into Va,p depending paramet-
rically on y, w ∈ Da′,p′(r), and this is the reason behind the choice of the norm; see below.

We define a norm (pointwise on y, w) by setting

‖f‖2s,a,p := ‖f (θ)‖2s,p + ‖f (y)‖2s,p + ‖f (w)‖2s,a,p (2.7)

where

‖f (θ)‖s,p :=


1

s0
sup

i=1,...,d
‖f (θi)(·, y, w)‖Hp(Tds) s ≤ s0 6= 0

sup
i=1,...,d

‖f (θi)(·, y, w)‖Hp(Tds) , s = s0 = 0
(2.8)

‖f (y)‖s,p :=
1

rs0

d1∑
i=1

‖f (yi)(·, y, w)‖Hp(Tds) (2.9)

‖f (w)‖s,a,p :=
1

r0

(
‖f (w)‖Hp(Tds ;`a,p0 ) + ‖f (w)‖Hp0 (Tds ;`a,p)

)
, (2.10)

where Hp(Tds) = Hp(Tds ;C) is the standard space of analytic functions in the strip of size s which are Sobolev
on the boundary with norm

‖u(·)‖2Hp(Tds) :=
∑
l∈Zd
|ul|2e2s|l|〈l〉2p, 〈l〉 := max{1, |l|}. (2.11)

If s = 0 clearly one has that Hp(Tds) = Hp(Td) is the standard Sobolev space. More in general given a Banach
space E we denote by Hp(Tds ;E) the space of analytic functions in the strip of size s which are Sobolev in
θ on the boundary with values in E endowed with the natural norm. Note that trivially ‖∂p

′

θ u‖Hp(Tds) =
‖u‖Hp+p′ (Tds).

Remark 2.4. We can interpret (2.10) as follows. We associate f (w) with a function of θ defined as

fp(θ) :=
∑
l∈Zd
‖f (w)
l (y, w)‖a,peiθ·l, (2.12)

and then we have
‖f (w)‖s,a,p = ‖fp0

‖Hp(Tds) + ‖fp‖Hp0 (Tds).
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Remark 2.5. If `a,p = Hp(Tra) then fixing p0 ≥ (d + r)/2 we have that ‖ · ‖s,a,p in (2.10) is equivalent to
‖ · ‖Hp(Tds×Tra)

By recalling the definition in (2.5) we have that

‖f‖s,a,p ∼ ‖f‖Hp0 (Td;Va,p)∩Hp(Td;Va,p0 ) := ‖f‖Hp(Td;Va,p0 ) + ‖f‖Hp0 (Td;Va,p) (2.13)

Remark 2.6. Formula (2.7) depends on the point (y, w), hence it is not a norm for vector fields and this is
very natural in the context of Sobolev regularity. Indeed in the scale of domains Tds × Da,p(r) one controls
only the p1 norm of w (see Definition 2.1), and hence there is no reason for which one may have

sup
(y,w)∈Da,p(r)

‖f‖s,a,p <∞ .

Naturally if one fixes p = p1 one may define as norm of F the quantity sup(y,w)∈Da,p1 (r) ‖F‖s,a,p1
.

The motivation for choosing the norm (2.7) is the following. Along the algorithm we need to control
commutators of vector fields. In the analytic case, i.e. if s0 6= 0, one may keep p fixed and control the
derivatives via Cauchy estimates by reducing the analyticity, so the phase space can be defined in terms of the
fixed p. However, since we do not want to add the hypothesis s0 6= 0, we have to leave p as a parameter and
use tameness properties of the vector field (see Definition 2.13) as in the Sobolev Nash-Moser schemes.

It is clear that any f as in (2.6) can be identified with “unbounded” vector fields by writing

f ↔
∑
v∈V

f (v)(θ, y, w)∂v, (2.14)

where the symbol f (v)(θ, y, w)∂v has the obvious meaning for v = θi, yi while for v = w is defined through its
action on differentiable functions G : `a,p → C as

f (w)(θ, y, w)∂wG := dwG[f (w)(θ, y, w)].

Similarly, provided that |f (θ)(θ, y, w)| is small for all (θ, y, w) ∈ Tds ×Da,p(r) we may lift f to a map

Φ := (θ + f (θ), y + f (y), w + f (w)) : Tds ×Da′,p′ → Tds1 × C
d1 × `a,p , for some s1 ≥ s , (2.15)

and if we set ‖θ‖s,a,p := 1 we can write

‖Φ(v)‖s,a,p = ‖v‖s,a,p + ‖f (v)‖s,a,p , v = θ, y, w .

Note that
‖y‖s,a,p = r−s0 |y|1 , ‖w‖s,a,p = r−1

0 ‖w‖a,p.

Remark 2.7. There exists c = c(d) such that if ‖f‖s,a,p1 ≤ cρ one has

Φ : Tds ×Da+ρa0,p(r)→ Tds+ρs0 ×Da,p(r + ρr0).

We are interested in vector fields defined on a scale of Hilbert spaces; precisely we shall fix ρ, ν, q ≥ 0 and
consider vector fields

F : Tds ×Da+ρa0,p+ν(r)×O → Va,p , (2.16)

for some s < s0, a+ ρa0 ≤ a0, r ≤ r0 and all p+ ν ≤ q. Moreover we require that p1 in Definition 2.1 satisfies
p1 ≥ p0 + ν + 1.
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Definition 2.8. Fix 0 ≤ ρ, % ≤ 1/2, and consider two differentiable maps Φ = 1+ f , Ψ = 1+ g as in (2.15)
such that for all p ≥ p0, 2ρs0 ≤ s ≤ s0, 2ρr0 ≤ r ≤ r0 and 0 ≤ a ≤ a0(1− 2%) one has

Φ,Ψ : Tds−ρs0 ×Da+%a0,p(r − ρr0)→ Tds ×Da,p(r). (2.17)

If
1 = Ψ ◦ Φ : Tds−2ρs0 ×Da+2%a0,p(r − 2ρr0) −→ Tds ×Da,p(r)

(θ, y, w) 7−→ (θ, y, w)
(2.18)

we say that Ψ is a left inverse of Φ and write Φ−1 := Ψ.
Moreover fix ν ≥ 0, 0 ≤ %′ ≤ 1/2. Then for any F : Tds×Da+%′a0,p+ν(r)→ Va,p, with 0 ≤ a ≤ a0(1−2%−%′),

we define the “pushforward” of F as

Φ∗F := dΦ(Φ−1)[F (Φ−1)] : Tds−2ρs0 ×Da+(2%+%′)a0,p+ν(r − 2ρr0)→ Va,p . (2.19)

We need to introduce parameters ξ ∈ O0 a compact set in Rd. Given any compact O ⊆ O0 we consider
Lipschitz families of vector fields

F : Tds ×Da′,p′(r)×O → Va,p , (2.20)

and say that they are bounded vector fields when p = p′ and a = a′. Given a positive number γ we introduce
the weighted Lipschitz norm

‖F‖~v,p = ‖F‖γ,O,s,a,p := sup
ξ∈O
‖F (ξ)‖s,a,p + γ sup

ξ 6=η∈O

‖F (ξ)− F (η)‖s,a,p−1

|ξ − η|
. (2.21)

and we shall drop the labels ~v = (γ,O, s, a) when this does not cause confusion. More in general given E a
Banach space we define the Lipschitz norm as

‖F‖γ,O,E := sup
ξ∈O
‖F (ξ)‖E + γ sup

ξ 6=η∈O

‖F (ξ)− F (η)‖E
|ξ − η|

. (2.22)

Remark 2.9. Note that in some applications one might need to assume a higher regularity in ξ. In this case
it is convenient to define the weighted q1-norm

‖F‖~v,p = ‖F‖γ,O,s,a,p :=
∑
h∈Nd

|h|≤q1

γ|h| sup
ξ∈O
‖∂hξ F (ξ)‖s,a,p−|h|.

Where the derivatives are in the sense of Whitney.
Throughout the paper we shall always use the Lipschitz norm (2.21), although all the properties hold verbatim

also for the q1-norm.

Definition 2.10. We shall denote by V~v,p with ~v = (γ,O, s, a, r) the space of vector fields as in (2.16) with
% = 0. By slight abuse of notation we denote the norm ‖ · ‖γ,O,s,a,p = ‖ · ‖~v,p .

2.2 Polynomial decomposition

In V~v,p we identify the closed monomial subspaces

V(v,0) := {f ∈ V~v,p : f = f (v,0)(θ)∂v} , v ∈ V

V(v,v′) := {f ∈ V~v,p : f = f (v,v′)(θ)[v′]∂v} , v ∈ V , v′ = y1, . . . , yd1 , w

V(v,v1,...,vk) := {f ∈ V~v,p : f = f (v,v1,...,vk)(θ)[v1, . . . , vk]∂v} , v ∈ V , vi = y1, . . . , yd1 , w ,

(2.23)
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where v1, . . . , vk ∈ U := {y1, . . . , yd1 , w} are ordered and f (v,v1,...,vk) is a multilinear form symmetric w.r.t.
repeated variables.

As said after (2.6) it will be convenient to use also vector notation so that, for instance

f (y,y)(θ)y · ∂y ∈ V(y,y) =
⊕

i≤j=1,...,d1

V(yi,yj)

with f (y,y)(θ) a d1 × d1 matrix.
Note that the polynomial vector fields of (maximal) degree k are

Pk :=
⊕
v∈V

k⊕
j=0

⊕
(v1,...,vj)∈U

V(v,v1,...,vj) ,

so that, given a polynomial F ∈ Pk we may define its “projection” onto a monomial subspace ΠV(v,v1,...,vj) in
the natural way.

Since we are not working on spaces of polynomials, but on vector fields with finite regularity, we need some
more notations. Given a Ck+1 vector field F ∈ V~v,p, we introduce the notation

F (v,0)(θ) := F (v)(θ, 0, 0), F (v,v′)(θ)[·] := dv′F
(v)(θ, 0, 0)[·], v ∈ V , v′ = y1, . . . , yd1 , w (2.24)

F (v,v1,...,vk)(θ)[·, . . . , ·] =
1

α(v1, . . . , vk)!

( k∏
i=1

dvi

)
F (v)(θ, 0, 0)[·, . . . , ·] , v ∈ V , vi = y1, . . . , yd1 , w ,

where we assume that v1, . . . vk are ordered and the (d + 1)-dimensional vector α(v1, . . . , vk) denotes the
multiplicity of each component.

By Taylor approximation formula any vector field in V~v,p which is Ck+1 in y, w may be written in a unique
way as sum of its Taylor polynomial in Pk plus a Ck+1 (in y, w) vector field with a zero of order at least k+ 1
at y = 0, w = 0. We think of this as a direct sum of vector spaces and introduce the notation

ΠV(v,v1,...,vk)F := F (v,v1,...,vk)(θ)[v1, . . . , vk] , (2.25)

we refer to such operators as projections.

Definition 2.11. We identify the vector fields in V~v,p which are Ck+1 in y, w, with the direct sum

W(k)
~v,p = Pk ⊕Rk ,

where Rk is the space of Ck+1 (in y, w) vector fields with a zero of order at least k + 1 at y = 0, w = 0. On
W(k)
~v,p we induce the natural norm for direct sums, namely for

f =
∑
v∈V

k∑
j=0

∑
(v1,...,vj)∈U

f (v,v1,...,vj)(θ)[v1, . . . , vj ]∂v + fRk fRk ∈ Rk ,

we set

‖f‖(k)
~v,p :=

∑
v∈V

k∑
j=0

∑
(v1,...,vj)∈U

‖f (v,v1,...,vj)(·)[v1, . . . , vj ]‖~v,p + ‖fRk‖~v,p . (2.26)

Remark 2.12. Note that with this definition if k =∞ we are considering analytic maps with the norm

∑
v∈V

∞∑
j=0

∑
(v1,...,vj)∈U

‖f (v,v1,...,vj)(·)[v1, . . . , vj ]‖~v,p.
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We can and shall introduce in the natural way the polynomial subspaces and the norm (2.26) also for maps
Φ = (θ + f (θ), y + f (y), w + f (w)) with

Φ : Tds ×Da′,p′(r)×O → Tds1 ×Da,p(r1) ,

since the Taylor formula holds also for functions of this kind.
We also denote

〈V(v, v1, · · · , vk)〉 :={f ∈ V(v,v1,...,vk) : f = 〈f (v,v1,...,vk)〉 · ∂v},

V(v,v1,··· ,vk)
0 := {f ∈ V(v,v1,··· ,vk) : f = (f (v,v1,··· ,vk) − 〈f (v,v1,··· ,vk)〉) · ∂v} ,

(2.27)

where 〈f〉 :=
ffl
Td
f(θ)dθ.

Tame vector fields. We now define vector fields behaving “tamely” when composed with maps Φ. Let us
fix a degree n ∈ N and thus a norm

‖f‖~v,p = ‖f‖(n)~v,p . (2.28)

Definition 2.13. Fix a large q ≥ p1, k ≥ 0 and a set O. Consider a Ck+n+1 vector field

F ∈ W(n)
~v,p, ~v = (γ,O, s, a, r) .

We say that F is Ck-tame (up to order q) if there exists a scale of constants C~v,p(F ), with C~v,p(F ) ≤ C~v,p1(F )
for p ≤ p1, such that the following holds.

For all p0 ≤ p ≤ p1 ≤ q consider any Cn+1 map Φ = (θ + f (θ), y + f (y), w + f (w)) with ‖f‖~v′,p1
< 1/2 and

Φ : Tds′ ×Da1,p1(r′)×O → Tds ×Da,p+ν(r) , for some r′ ≤ r , s′ ≤ s;

and denote ~v′ = (γ,O, s′, a, r′). Then for any m = 0, . . . , k and any m vector fields

h1, . . . , hm : Tds′ ×Da1,p1(r′)×O → Va,p+ν ,

one has

(Tm) ‖dmU F (Φ)[h1, . . . , hm]‖~v′,p ≤
(
C~v,p(F ) + C~v,p0

(F )‖Φ‖~v′,p+ν
)∏m

j=1 ‖hj‖~v′,p0+ν

+C~v,p0
(F )

∑m
j=1 ‖hj‖~v′,p+ν

∏
i 6=j ‖hi‖~v′,p0+ν

for all (y, w) ∈ Da1,p1(r′) and p ≤ q. Here dUF is the differential of F w.r.t. the variables U := {y1, . . . , yd1 , w}
and the norm is the one defined in (2.28).
We say that a bounded vector field F is tame if the conditions (Tm) above hold with ν = 0. We call C~v,p(F )
the p-tameness constants of F .

Remark 2.14. Note that in the definition above appear two regularity indices: k being the maximum regularity
in y, w and q the one in θ.

Remark 2.15. Definition 2.13 is quite natural if one has to deal with functions and vector fields which are
merely differentiable. In order to clarify what we have in mind we consider the following example. Let L be a
linear operator

L : Hp(Td)→ Hp(Td) .

In principle there is no reason for L to satisfy a bound like

‖Lu‖p l ‖L‖L,p‖u‖p0 + ‖L‖L,p0‖u‖p (2.29)

where ‖ · ‖L,p is the Hp-operator norm. However if L = Ma is a multiplication operator, i.e. Mau = au for
some a ∈ Hp(Td) then it is well known that

‖Mau‖p ≤ κp(‖a‖p‖u‖p0
+ ‖a‖p0

‖u‖p)
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which is (2.29) since ‖a‖p = ‖Ma‖L,p. In this case we may set for all p ≤ q Cp(Ma) = κq‖a‖p , where q is
the highest possible regularity. This is of course a trivial (though very common in the applications) example in
which the tameness constants and the operator norm coincide; we preferred to introduce Definition 2.13 since
it is the most general class in which we are able to prove our result.

Remark 2.16. It is trivial to note that, given a sequence C~v,p(F ) of tameness constants for the field F ,
then any increasing sequence C̃~v,p(F ) such that C~v,p(F ) ≤ C̃~v,p(F ) for any p is a possible choice of tameness
constants for F . This leads to the natural question of finding a sharp sequence which then could be used as
norm. Throughout the paper we shall write C~v,p(F ) ≤ C to mean that the tameness constants of F can (and
shall) be chosen in order to satisfy the bound.

2.3 Normal form decomposition

Definition 2.17 ((N ,X ,R)-decomposition). Let N ,X ⊆ P(n) have the following properties:

(i) if N ∩ V(v,v1,...,vj) 6= ∅ then either N ∩ V(v,v1,...,vj) = V(v,v1,...,vj) or N ∩ V(v,v1,...,vj) = 〈V(v,v1,...,vj)〉 for
all j ≤ n;

(ii) one has V(v,0) ⊂ X for v = y, w.

We then decompose
W~v,p = C2n+3 ∩W(n)

~v,p := N ⊕X ⊕R

where C2n+3 is the set of vector fields with (2n + 3)-regularity in y, w, R contains all of Rn and all the
polynomials generated by monomials not in N ⊕X . We shall denote ΠR := 1−ΠN −ΠX and more generally
for S = N ,X ,R we shall denote Π⊥S := 1−ΠS .

The following Definition is rather involved since we are trying to make our result as general as possible.
However in the applications we have in mind, it turns out that one can choose As,a,p satisfying the properties
of the Definition below in an explicit and natural way; see Section 4.

Definition 2.18 (Regular vector fields). Given a subset As,a,p ⊂ P(n) of polynomial vector fields f :
Tds ×Da,p+ν(r)→ Va,p we say that A is a space of regular vector fields if the following holds.

Given a compact set O ∈ O0 we denote by A~v,p with ~v = (γ,O, s, a, r) the set of Lipschitz families
O → As,a,p. We require that As,a,p is a scale of Hilbert spaces w.r.t a norm | · |s,a,p = | · |s,a,p,ν and we denote
by | · |~v,p the corresponding γ-weighted Lipschitz norm.

1. V(v,0) ∈ A~v,p for v = y, w while either A(θ)
~v,p = ∅ or A(θ)

~v,p = V(θ,0)
0 .

2. All f ∈ A~v,q are Ck tame up to order q for all k, with tameness constants

C~v,p(f) = C |f |~v,p. (2.30)

for some C depending on p0 on the dimensions d, d1 and on the maximal regularity q. Moreover | · |p1 is
a sharp tameness constant, namely there exists a c depending on p0, p1, d, d1 such that

|f |~v,p1
≤ cC~v,p1

(f) (2.31)

for any f and any tameness constant C~v,p1
(f).

3. For K > 1 there exists smoothing projection operators ΠK : A~v,p → A~v,p such that Π2
K = ΠK , for p1 ≥ 0,

one has

|ΠKF |~v,p+p1 ≤ CKp1 |F |~v,p (2.32)

|F −ΠKF |~v,p ≤ CK−p1 |F |~v,p+p1 (2.33)
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finally if C~v,p(F ) is any tameness constant for F then we may choose a tameness constant such that

C~v,p+p1(ΠKF ) ≤ CKp1C~v,p(F ) (2.34)

We denote by E(K) the subspace where ΠKE
(K) = E(K).

4. Let B be the set of bounded vector fields in As,a,p 3 f : Tds ×Da,p(r)→ Va,p with the corresponding norm
| · |s,a,p,0. For all f ∈ B such that

|f |~v,p1
≤ cρ, (2.35)

with ρ > 0 small enough, the following holds:

(i) The map Φ := 1+ f is such that

Φ : Tds ×Da,p(r)×O −→ Tds+ρs0 ×Da,p(r + ρr0). (2.36)

(ii) There exists a vector field h ∈ B such that

• |h|~v1,p ≤ 2|f |~v,p, the map Ψ := 1+ h is such that

Ψ : Tds−ρs0 ×Da,p(r − ρr0)×O → Tds ×Da,p(r). (2.37)

• for all (θ, y, w) ∈ Tds−2ρs0 ×Da,p1(r − 2ρr0) one has

Ψ ◦ Φ(θ, y, w) = (θ, y, w). (2.38)

5. Given any regular bounded vector field g ∈ B, p ≥ p1 with |g|~v,p1
≤ cρ then for 0 ≤ t ≤ 1 there exists

ft ∈ B such that the time−t map of the flow of g is of the form 1+ ft moreover we have |ft|~v,p ≤ 2|g|~v1,p
where ~v1 = (λ,O, s− ρs0, a, r).

Definition 2.19. Consider E a subspace5 of V~v,p. We say that E is compatible with the (N ,X ,R)-
decomposition if

(i) any F ∈ E ∩ X is a regular vector field;

(ii) for any F ∈ E ∩ Pn one has ΠUF ∈ E for U = N ,X , E(K);

(iii) denoting
BE :=

{
f ∈ X ∩ B : Φtf is E preserving for all t ∈ [0, 1]

}
⊂ X ∩ B , (2.39)

one has
∀g ∈ BE , F ∈ E : [g, F ] ∈ E , ∀g, h ∈ BE : ΠX [g, h] ∈ BE . (2.40)

Definition 2.20 (Normal form). We say that N0 ∈ N ∩ E is a diagonal vector field if for all K > 1

ad(N0)ΠE(K)ΠX = ΠE(K)ΠX ad(N0) , on BE . (2.41)
5For instance E may be the subspace of Hamiltonian vector fields.
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2.4 Main result

Let us fix once and for all a (N ,X ,R)-decomposition. Before stating the result we need to introduce parameters
(which shall depend on the application) fulfilling the following constraints.

Constraint 2.21 (The exponents). We fix parameters ε0, R0, G0, µ, ν, η, χ, α, κ1, κ2, κ3, p2 such that the fol-
lowing holds.

• 0 < ε0 ≤ R0 ≤ G0 with ε0G
3
0, ε0G

2
0R
−1
0 < 1.

• µ, ν, κ3 ≥ 0, p2 > p1, 0 ≤ α < 1, 1 < χ < 2 such that αχ < 1.

• Setting κ0 := µ+ ν + 4 and ∆p := p2 − p1 one has

κ1 > max(
κ0 + κ3

χ
,
κ0

χ− 1
) , (2.42a)

κ2 > max
( 2κ0

2− χ
,

1

1− αχ
((1 + α)κ0 + 2 max(κ1, κ3)− χκ1)

)
, (2.42b)

η > µ+ (χ− 1)κ2 + 1 , (2.42c)

∆p > max
(
κ0 + χκ2 + max(κ1, κ3),

1

1− α
(κ0 + (χ− 1)κ2 + max(κ1, κ3))

)
, (2.42d)

α∆p ≤ κ2 + χκ1 − κ0 −max(κ1, κ3) . (2.42e)

• there exists K0 > 1 such that

logK0 ≥
1

logχ
C, (2.43)

with C a given function of µ, ν, η, α, κ1, κ2, κ3, p2 and moreover

G2
0R
−1
0 ε0K

κ0
0 max(1, R0G0K

κ0+(χ−1)κ2

0 ) < 1 , (2.44a)

max(Kκ1
0 , ε0K

κ3
0 )K

κ0−∆p+(χ−1)κ2

0 G0ε
−1
0 max

(
1, R0, ε0G0K

α∆p
0

)
≤ 1 , (2.44b)

max(Kκ1
0 , ε0K

κ3
0 )Kκ0−χκ1

0 G0R
−1
0 max

(
R0, ε0G0K

α∆p
0

)
≤ 1 . (2.44c)

Remark 2.22. In the applications the constants G0, R0, ε0 in Constraint 2.21 are given by the problem under
study and typically they depend parametrically on diam(O0) ∼ γ; then one wishes to show that for γ small
enough it is possible to choose all other parameters in order to fulfill Constraint 2.21. Often this implies
requiring that K0 → ∞ as γ → 0. In order to highlight this dependence one often uses ε0 as parameter and
introduces g, r such that

G0 ∼ εg0 , R0 ∼ εr0 , with g ≤ r ≤ 1 , min{1 + 3g, 1 + 2g− r} > 0 . (2.45)

Then given κ0, κ3 one looks for α, χ, κ1, κ2, p2 satisfying (2.42) and, setting K0 = ε−a0 , the constraints (2.44)
become constraints on a. Another typical procedure is to write G0, R0, ε0 as powers of K0, see paragraph 4.6.
Note that in (2.45) we need 1 + 3g > 0 but in principle we allow g < 0; same for r. This means in particular
that G0 and R0 might be very large.

Definition 2.23 (Homological equation). Let γ > 0, K ≥ K0, consider a compact set O ⊂ O0 and set
~v = (γ,O, s, a, r) and ~v0 = (γ,O0, s, a, r). Consider a vector field F ∈ W~v0,p i.e.

F = N0 +G : O0 ×Da,p+ν(r)×Tds → Va,p ,
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which is Cn+2-tame up to order q = p2 + 2. We say O satisfies the homological equation, for (F,K,~v0, ρ) if
the following holds.
1. For all ξ ∈ O one has F (ξ) ∈ E and |ΠXG|~v,p2−1 ≤ CC~v,p2

(Π⊥NG).
2. there exist a bounded regular vector field g ∈ W~v0,p ∩ E(K) such that

(a) g ∈ BE for all ξ ∈ O,

(b) one has |g|~v0,p1
≤ C|g|~v,p1

≤ cρ and for p1 ≤ p ≤ p2

|g|~v,p ≤ γ−1Kµ(|ΠKΠXG|~v,p +Kα(p−p1)|ΠKΠXG|~v,p1
γ−1C~v,p(G)) , (2.46)

|ΠX [Π⊥XG, g]|~v,p−1 ≤ C~v,p+1(G)|g|~v,p1
+ C~v,p1

(G)|g|~v,p+ν+1

(c) setting u := ΠKΠX (ad(Π⊥XF )[g]− F ), one has

|u|~v,p1
≤ ε0γ

−1K−η+µC~v,p1
(G)|ΠKΠXG|~v,p1

,

|u|~v,p2
≤ γ−1Kµ

(
|ΠKΠXG|~v,p2

C~v,p1
(G) +Kα(p2−p1)|ΠKΠXG|~v,p1

C~v,p2
(G)
)

;
(2.47)

(d) setting ~v′ = (γ,O, s− ρs0, a, r − ρr0), and let Φ the change of variables generated by g, one has that

|ΠXΦ∗F |~v′,p2−1 ≤ C~v,p2
(Π⊥NG) + C (|g|~v,p2

C~v,p1
(G) + |g|~v,p1

C~v,p2
(G)) (2.48)

Definition 2.24 (Compatible changes of variables). Let the parameters in Constraint 2.21 be fixed. Fix
also ~v = (γ,O, s, a, r), ~v0 = (γ,O0, s, a, r) with O ⊆ O0 a compact set, parameters K ≥ K0, ρ < 1. Consider a
vector field F = N0 +G ∈ W~v0,p which is Cn+2-tame up to order q = p2 + 2 and such that,

F ∈ E ∀ξ ∈ O , |ΠXG|~v,p2−1 ≤ CC~v,p2
(Π⊥NG).

We say that a left invertible E-preserving change of variables

L,L−1 : Tds ×Da,p1(r)×O0 → Tds+ρs0 ×Da−ρa0,p1(r + ρr0)

is compatible with (F,K,~v, ρ) if the following holds:

(i) L is “close to identity”, i.e. denoting ~v0
1 := (γ,O0, s− ρs0, a− ρa0, r − ρr0) one has

‖(L − 1)h‖~v01 ,p1
≤ Cε0K

−1‖h‖~v0,p1
. (2.49)

(ii) L∗ conjugates the Cn+2-tame vector field F to the vector field F̂ := L∗F = N0 + Ĝ which is Cn+2-tame;
moreover denoting ~v2 := (γ,O, s− 2ρs0, a− 2ρa0, r− 2ρr0) one may choose the tameness constants of Ĝ
so that

C~v2,p1
(Ĝ) ≤ C~v,p1

(G)(1 + ε0K
−1) ,

C~v2,p2
(Ĝ) ≤ C

(
C~v,p2

(G) + ε0K
κ3C~v,p1

(G)
)

|ΠX Ĝ|~v2,p2−1 ≤ C
(
C~v,p2

(Π⊥NG) + ε0K
κ3C~v,p1

(Π⊥NG)
)
.

(2.50)

(iii) L∗ “preserves the (N ,X ,R)-decomposition”, namely one has

Π⊥N (L∗ΠNF ) = 0 , ΠX (L∗Π⊥XF ) = 0 . (2.51)
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Given γ0 > 0 we set for n ≥ 0

Gn = G0(1 +

n∑
j=1

2−j), Rn = R0(1 +

n∑
j=1

2−j), Kn = (K0)χ
n

, γn = γn−1(1− 1

2n+2
),

an = a0(1− 1

2

n∑
j=1

2−j) , rn = r0(1− 1

2

n∑
j=1

2−j), sn = s0(1− 1

2

n∑
j=1

2−j) ,

Πn := Π(Kn) , Π⊥n := 1−Πn , En = E(Kn), ρn :=
1

2n+5

(2.52)

Finally, for all n ≥ 0 we denote ~vn = (γn,On, sn, an, rn), ~v0
n = (γn,O0, sn, an, rn).

We reformulate our main result, stated in the Introduction, in a more precise way. This is useful for
applications, where one needs to have information of the sequence of vector fields Fn and on the changes of
variables Hn in order to prove that the set O∞ is not empty.

Theorem 2.25 (Abstract KAM). Fix a decomposition and a subspace E as in Definitions 2.17 and 2.19.
Fix parameters ε0, R0, G0, µ, ν, η, χ, α, κ1, κ2, κ3, p2 satisfying Constraint 2.21. Let N0 be a diagonal vector field
as in Definition 2.20 and consider a vector field

F0 := N0 +G0 ∈ E ∩W~v0,p (2.53)

which is Cn+2-tame up to order q = p2 + 2.
Fix γ0 > 0 and assume that

γ−1
0 C~v0,p2

(G0) ≤ G0 , γ−1
0 C~v0,p2

(Π⊥NG0) ≤ R0 , γ−1
0 |ΠXG0|~v0,p1

≤ ε0 , γ−1
0 |ΠXG0|~v0,p2

≤ R0 . (2.54)

For all n ≥ 0 we define recursively changes of variables Ln,Φn and compact sets On as follows.

Set H−1 = H0 = Φ0 = L0 = 1, and for 0 ≤ j ≤ n − 1 set recursively Hj = Φj ◦ Lj ◦ Hj−1 and
Fj := (Hj)∗F0 := N0 +Gj. Let Ln be any change of variables compatible with (Fn−1,Kn−1, ~vn−1, ρn−1), and
On be any compact set

On ⊆ On−1 , (2.55)

which satisfies the homological equation for ((Ln)∗Fn−1,Kn−1, ~v
0
n−1, ρn−1). For n > 0 let gn be the regular

vector field defined in item (2) of Definition 2.23 and set Φn the time-1 flow map generated by gn.
Then Φn is left invertible and Fn := (Φn◦Ln)∗Fn−1 ∈ W~v0n,p

is Cn+2-tame up to order q = p2+2. Moreover
the following holds.

(i) Setting Gn = Fn −N0 then

Γn,p1
:= γ−1

n C~vn,p1
(Gn) ≤ Gn, Γn,p2

:= γ−1
n C~vn,p2

(Gn) ≤ G0K
κ1
n ,

Θn,p1
:= γ−1

n C~vn,p1
(Π⊥NGn) ≤ Rn, Θn,p2

:= γ−1
n C~vn,p2

(Π⊥NGn) ≤ R0K
κ1
n

δn := γ−1
n |ΠXGn|~vn,p1

≤ Kκ2
0 ε0K

−κ2
n , γ−1

n |ΠXGn|~vn,p2
≤ R0K

κ1
n

|gn|~un,p1
≤ Kκ2

0 ε0G0K
−κ2+µ+1
n−1 , |gn|~un,p2

≤ R0G
−1
0 K−ν−1+χκ1

n−1

(2.56)

where ~un = (γn,On, sn + 12ρns0, an + 12ρna0, rn + 12ρnr0).

(ii) The sequence Hn converges for all ξ ∈ O0 to some change of variables

H∞ = H∞(ξ) : Da0,p(s0/2, r0/2) −→ D a0
2 ,p

(s0, r0). (2.57)
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(iii) Defining F∞ := (H∞)∗F0 one has

ΠXF∞ = 0 ∀ξ ∈ O∞ :=
⋂
n≥0

On (2.58)

and
γ−1

0 C~v∞,p1
(ΠNF∞ −N0) ≤ 2G0, γ−1

0 C~v∞,p1
(ΠRF∞) ≤ 2R0

with ~v∞ := (γ0/2,O∞, s0/2, a0/2).

Proof. The proof of this result is deferred to Section 5.

Remark 2.26. Note that if one makes the further assumption that s0 > 0, the smallness conditions as well
as the definition of the set of parameters in Definition 2.23 simplify drastically: in particular one may choose
p2 = p1. We are not makeing this assumption because our aim was to have a unified proof; however we discuss
the time analytic case in Appendix D for completeness.

3 Triangular decomposition and Mel’nikov conditions

In most applications one may redefine the sets on which one can solve the homological equation in a more
direct way, by introducing the so-called Mel’nikov conditions.

We start by introducing some notation.

Definition 3.1 (Triangular decomposition). We say that a decomposition (N ,X ,R) is triangular if X
admits a block decomposition

X =

b⊕
j=1

Xj (3.1)

such that for all N ∈ N , R ∈ R setting

N := ΠX ad(N) , R := ΠX ad(R) (3.2)

then N is block diagonal and R is strictly upper triangular, i.e.

N : Xi → Xi , R : Xi →
⊕
j>i

Xj .

Remark 3.2. In order to construct a triangular decomposition one generally associates some degree to the
variables6:

deg(θ) = 0 , deg(w) = 1 , deg(y) = d,

this automatically fixes the degree of a monomial vector field as

deg(yjeiθ·`wα∂v) = jd + |α| − deg(v),

moreover one verifies that if g has degree d1 and f degree d2 then [f, g] has degree d1 + d2. Finally we remark
that V(v,0) has negative degree for v = y, w and degree equal to zero for v = θ, in the same way V(v,v) has
always degree zero for v = y, w while Vθ,v has positive degree. Then to a polynomial we may associate its
minimal and maximal degree. In the same way if a Ck+1 function has zero projection on all spaces Vv,v1,··· ,vh ,
with h ≤ k and degree ≤ d we call d its minimal degree. In many applications it is convenient to place all
monomials of degree ≤ 0 in N ∩ X and all those of positive degree in R.

6clearly one must give θ degree zero since we do not Taylor expand on it, then by convention we decide to give degree one to
w.
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Lemma 3.3. Any decomposition such that N contains only polyomials of degree zero and R contains only
terms of minimal degree > 0 is triangular w.r.t. the degree decomposition of X = ⊕jXj where the Xj are
spaces of homogeneous polynomials with increasing degree dj.

Proof. Given any polynomial P of positive minimal degree the operator adP has positive degree, namely its
action on any polynomial increases its minimal degree. Now for any N ∈ N ΠX adN preserves the degree and
thus maps each Xj into itself. By definition the maximal degree in X is given by db. Then if we have a tame
function f with minimal degree > db −max(1, d) the operator ΠX adf on X is equal to zero, and this is just a
property of polynomial subspaces in R. Since all R ∈ R have positive degree, then obviously ΠX adR is upper
triangular.

Once we have a triangular decomposition we introduce the following notion

Definition 3.4 (Mel’nikov conditions). Let γ, µ1 > 0, K ≥ K0, consider a compact set O ⊂ O0 and set
~v = (γ,O, s, a, r) and ~v0 = (γ,O0, s, a, r). Consider a vector field F ∈ W~v0,p i.e.

F = N0 +G : O0 ×Da,p+ν(r)×Tds → Va,p ,

which is Cn+2-tame up to order q = p2 + 2. We say O satisfies the Mel’nikov conditions for (F,K,~v0) if the
following holds.
1. For all ξ ∈ O one has F (ξ) ∈ E and |ΠXG|~v,p2−1 ≤ CC~v,p2

(Π⊥NG).
2. Setting N := ΠKΠX ad(ΠNF ) for all ξ ∈ O there exists a block-diagonal operator W : E(K) ∩ X ∩ E →
E(K) ∩ BE such that for any vector field X ∈ E(K) ∩ X ∩ E

(a) one has
|WX|~v,p ≤ γ−1Kµ1(|X|~v,p +Kα(p−p1)|X|~v,p1

γ−1C~v,p(G)). (3.3)

(b) setting u := (ΠKad(ΠNF )[WX]−X) one has

|u|~v,p1
≤ ε0γ

−1K−η+µ1C~v,p1
(G)|X|~v,p1

,

|u|~v,p2
≤ γ−1Kµ1

(
|X|~v,p2

C~v,p1
(G) +Kα(p2−p1)|X|~v,p1

C~v,p2
(G)
)
.

(3.4)

Then we have the following result.

Proposition 3.5 (Homological equation). Let γ > 0, K ≥ K0, consider a compact set O ⊂ O0 and set
~v = (γ,O, s, a, r) and ~v0 = (γ,O0, s, a, r). Consider a vector field F ∈ W~v0,p i.e.

F = N0 +G : O0 ×Da,p+ν(r)×Tds → Va,p ,

which is Cn+2-tame up to order q = p2 + 2. Assume that γ ∼ diamO0 and set

Γp := γ−1C~v,p(G), Θp := γ−1C~v,p(Π
⊥
NG). (3.5)

Assume finally that for any f ∈ BE

|ΠX [ΠRG, f ]|~v,p−1 ≤ C~v,p+1(Π⊥NG)|f |~v,p1
+ C~v,p1

(Π⊥NG)|f |~v,p+ν+1,

|ΠX [ΠNG, f ]|~v,p−1 ≤ C~v,p+1(G)|f |~v,p1
+ C~v,p1

(G)|f |~v,p+ν+1,
(3.6)

If O satisfies the Mel’nikov conditions of Definition 3.4 for (F,K,~v0) then O satisfies items 1. and 2.a-b-c of
Definition 2.23 provided that we fix

µ = (b+ 1)(µ1 + ν + 1) + t (3.7)

where t > 0 is such that
(1 + Θp1(1 + Γp1))b(1 + Γp1) ≤ Kt

0 .

Proof. The proof is deferred to Appendix C.
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4 Applications

In order to use the Mel’nikov conditions in Definition 3.4 instead of the homological equation in Definition
2.23 in Theorem 2.25 we need to prove that also item 2.d of Definition 2.23 holds. This latter point depends
strongly on the application so we discuss it in various examples.

Clearly the simplest possible case is `a,p = 0 or a finite dimensional space. In any case we need to work
in some subspace E endowed with some structure (say reversible or Hamiltonian). To this purpose we restrict
`a,p as follows.

Definition 4.1. We assume that `a,p has a product structure `a,p = ha,p × ha,p with w = (z+, z−) and ha,p
is a scale of Hilbert spaces w.r.t. a norm ‖ · ‖a,p satisfying (2.1). Moreover we assume that the subspaces `K
have a product structure as well `K = hK × hK with the hK satisfying Hypothesis 2.1.

4.1 Example 1: Reversible Nash-Moser.

Let us first discuss the “minimal choice”, i.e. where in all the definitions we make the simplest possible choices.
Clearly the minimal choice for X is

X := V(y,0) ⊕ V(w,0), (4.1)

whereas for N one can make for instance the classical choice

N := V(θ,0) ⊕ V(w,w) ⊕ V(y,y) ⊕ V(y,w) ⊕ V(w,y). (4.2)

The decomposition (4.1) and (4.2) is trivially triangular, see Definition 3.1, provided that we set b = 1
since for any R ∈ R, X ∈ X one has

ΠX [R,X] = 0 . (4.3)

Note that it is a degree decomposition with d(y) = 1, where N is generated by all the monomials of degree
zero and X is generated by all those of negative degree.

We choose the regular vector fields as A = X , by setting for f =
(
0, f (y)(θ), f (w)(θ)

)
,

|f |~v,p := ‖f‖(1)
~v,p = ‖f‖~v,p,

with the projectors ΠK defined as

(ΠKf
(y,0))(θ) :=

∑
|`|≤K

f
(y,0)
` ei`·θ,

(ΠKf
(w,0))(θ) :=

∑
|`|≤K

Π`Kf
(w,0)
` ei`·θ.

(4.4)

Lemma 4.2. The regular vector fields defined above satisfy all the properties of Definition 2.18; moreover the
norm |f |~v,p is a sharp tameness constant for all p ≥ p1.

Proof. Item (1) is trivial and the bound (2.30) follows essentially by an explicit computation (see the proof of
Lemma B.7 for more details). Now by Definition 2.13 we have that the bounds (Tm) hold for any change of
variables Φ and any y, w. Hence for Φ ≡ 1 and y = 0 = w, for any p ≥ p0, one has

|f |~v,p = ‖f‖~v,p = ‖f(Φ)‖~v,p ≤ C~v,p(f) + C~v,p0
(f)‖Φ‖~v,p ≤ cC~v,p(f), (4.5)

where the last inequality holds since ‖Φ‖~v,p ≡ 1 independently of p (recall that the map Φ is evaluated at
w = y = 0). This means that |f |~v,p is a sharp tameness constant: this trivially implies that item (2) in
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Definition 2.18 hold. Let us check item (3). Recall the definition of the projectors in (4.4) and of the norm in
(2.7); for v = θ, y one has

‖ΠKf‖2s+s1,a,p+p′ =
∑
|l|≤K

|f (v,0)
l |2〈l〉2(p+p′)e2|l|(s+s1)

≤ CK2p′e2Ks1
∑
l∈Z

|f (v,0)
l |2〈l〉2pe2|l|s = K2p′e2Ks1‖ΠKf‖2s,a,p.

(4.6)

The latter bounds holds also for the norm (2.21), hence (2.32) holds. Similarly the estimate (2.32) holds also
for v = w. Moreover for v = w we can write

(1−ΠK)f (w,0)(θ) =
∑
|l|>K

ei`·θf
(w,0)
l +

∑
|l|≤K

(1−Π`K )f
(w,0)
l ei`·θ,

hence one has for p, p′ ∈ N

‖(1−ΠK)f (w,0)(θ)‖2s,a,p ≤
∑
|l|>K

〈l〉2p‖f (w,0)
l ‖2a,p0

e2s|l| +
∑
|l|>K

〈l〉2pe2s|l|‖(1−Π`K )f
(w,0)
l ‖2a,p0

+
∑
|l|>K

〈l〉2p0‖(1−Π`K )f
(w,0)
l ‖2a,pe2s|l| +

∑
l∈Z

〈l〉2p0e2s|l|‖(1−Π`K )f
(w,0)
l ‖2a,p

+
∑
|l|>K

〈l〉2p0‖Π`Kf
(w,0)
l ‖2a,pe2s|l| +

∑
|l|≤K

〈l〉2pe2s|l|‖(1−Π`K )f
(w,0)
l ‖2a,p0

≤ 2K−2p′
∑
l∈Z

〈l〉2(p+p′)‖f (w,0)
l ‖2a,p0

e2s|l|

+ 2K−2p′
∑
l∈Z

〈l〉2p0‖f (w,0)
l ‖2a,p+p′e2s|l|

+ c
∑
l∈Z

〈l〉2(p+p′)K−2(p′+p)K2p0K2(p−p0)‖f (w,0)
l ‖2a,p0

e2s|l|

+ c
∑
l∈Z

〈l〉2p0e2s|l|K2(p−p0)K−2(p+p′−p0)‖f (w,0)
l ‖2a,p+p′

≤ CK−2p′‖f (w,0)‖2s,a,p+p′ ,

(4.7)

and the latter bounds holds also for the norm (2.21). Similar bounds holds also for v = θ, y, hence (2.33)
holds. Condition (2.34) is trivial. Finally, items 4 and 5 can be checked easily since the map generated by
vector fields in A are simply translations.

By looking at the homological equation it is clear that the minimal requirement for the vector field is
that F (y)(θ, y, 0) = −F (y)(−θ, y, 0), otherwise even when `a,p = ∅ one can easily produce examples in which
invariant tori do not exist7.

Following Sevryuk (see for instance [7] and references therein) one expects to require that the vector field
satisfies some appropriate symmetry: this can be stated by saying that the vector field is reversible w.r.t.
some involution. Naturally one needs also the “unperturbed vector field” N0 to be reversible w.r.t. the chosen
involution, being the vector field that identifies the approximately invariant torus. In the applictaions to PDEs,
one typically deals with N0 of the form

N0 = ω(0) · ∂θ + iΛ(0)w∂w = ω(0) · ∂θ + iΩ(0)z+∂z+ − iΩ(0)z−∂z− (4.8)

with Ω(0) a linear operator which is θ-independent and block-diagonal w.r.t. all the hK . Thus N0 is a diagonal
operator as in Definition 2.20. Unfortunately such N0 is not reversible w.r.t. the “simple” involution (θ, y, w)→

7Consider for instance ẏ = 1.
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(−θ, y, w), but it is reversible w.r.t. the involution S : (θ, y, (z+, z−)) → (−θ, y, (z−, z+)). Therefore, as for
the subspace E we choose

E = E(0) :=

F ∈ V~v,p :


F (θ)(−θ, y, (z−, z+))
F (y)(−θ, y, (z−, z+))

F (z+)(−θ, y, (z−, z+))

F (z−)(−θ, y, (z−, z+))

 = −


−F (θ)(θ, y, (z+, z−))
F (y)(θ, y, (z+, z−))

F (z−)(θ, y, (z+, z−))

F (z+)(θ, y, (z+, z−))


 , (4.9)

i.e. the vector fields which are reversible w.r.t. the involution S.
The conditions of Definitions 2.17 and 2.19 are trivially fulfilled with n = 1 and

BE := {g = (0, g(y)(θ), g(w)(θ)) : g(y)(−θ) = g(y)(θ) , g(z+)(−θ) = g(z−)(θ)} . (4.10)

Now consider a vector field of the form E 3 F = N0+G and our aim is to apply Theorem 2.25 to F provided
that G is sufficiently small. The simplest possible choice of compatible change of variables is, Ln := 1 for
all n. With such choices, our scheme is the standard a Nash-Moser algorithm to find solutions of the torus
embedding equation (1.2). Indeed each Φn is a traslation in the y, w direction

y → y + g(y)
n (θ) , w → w + g(w)

n (θ)

so that

Hn : y → y + h(y)
n (θ) , w → w + h(w)

n (θ) , hn =

n∑
j=0

gj , (4.11)

Fn = F (θ, y + h(y)
n , w + h(w)

n )− ∂θhn · F (θ)(θ, y + h(y)
n , w + h(w)

n ).

Note that hn is simply an approximate solution for the torus embedding equation (1.2), indeed one has that
F

(y)
n (θ, 0, 0), F

(w)
n (θ, 0, 0)→ 0 as n→∞.

The difference with the standard Nash-Moser algorithm is therefore only in the point of view: instead of
looking for a torus embedding, we are looking for a translation in the y, w variables which puts the embedding
to zero.

With the above assumptions and assuming also that the smallness conditions (2.54) are satisfied, then we
can apply Theorem 2.25. Now we show that in this case the set of parameters satisfying the the Mel’nikov
conditions of Definition 3.4 also satisfies the homological equation of Definition 2.23.

Proposition 4.3. Let γ > 0, K ≥ K0, consider a compact set O ⊂ O0 and set ~v = (γ,O, s, a, r) and
~v0 = (γ,O0, s, a, r). Consider the vector field F ∈ W~v0,p with (see (4.8))

F = N0 +G : O0 ×Da,p+ν(r)×Tds → Va,p ,

which is C3-tame up to order q = p2 + 2. Assume that γ ∼ diamO0 and F ∈ E defined in (4.9). If O satisfies
the Mel’nikov conditions of Definition 3.4 for (F,K,~v0) then O satisfies the Homological equation of Definition
2.23 provided that we fix parameters µ = µ1.

Proof. We note that (4.3) implies ΠX ad(Π⊥XG)= ΠX ad(ΠNG) so we may set g = WΠKΠXG ∈ BE for ξ ∈ O.
It is easily seen that the first of (2.46) follows from (3.3). As for the second equation we use the sharpness of
| · |~v,p. Indeed by Lemma B.1 we know that C~v,p+1(G)|g|~v,p1

+ C~v,p1
(G)|g|~v,p+ν+1 is a tameness constant for

[Π⊥XG, g]. Then the bound follows by Lemma 4.2. Regarding 2.c, one simply notes that formula (3.4) implies
(2.47).
Finally in order to prove 2.d, we start by showing that the inequality (2.48) holds by substituting the l.h.s.
with a tameness constant C~v,p2−1(ΠXΦ∗F ); this follows from Lemmata B.3, B.1, B.6 and Remark B.2, see the
proof of estimate (5.12) for more details. Therefore, the bound (2.48) follows from the sharpness of | · |~v,p for
any p.
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By Proposition 4.3 the set O∞ of Theorem 2.25 contains the intersection over n of the sets in which the
Mel’nikov conditions are satisfied for (Fn,Kn, ~v

0
n), therefore we now analyze the Mel’nikov conditions. The

operator ΠX ad(ΠNFn) has the form

ΠX ad(ΠNFn) =
(
F (θ)
n (θ, 0, 0) · ∂θ

)
1+

(
F

(y,y)
n (θ) F

(y,w)
n (θ)

F
(w,y)
n (θ) F

(w,w)
n (θ)

)
. (4.12)

Recall that F (vi,vj) are defined in (2.24). Note that this operator maps BE in X ∩ E . Finding W satisfying
(3.3) and (3.4) is now equivalent to finding an approximate inverse for a Kn-truncation of (4.12), which
unfortunately seems a quite delicate question.

A possible simplification occurs if instead of (4.2) we consider the decomposition (recall (2.27))

N := 〈V(θ,0)〉 ⊕ V(w,w) ⊕ V(y,y) ⊕ V(y,w) ⊕ V(w,y) X = A := V(y,0) ⊕ V(w,0) ⊕ V(θ,0)
0 ,

and leave E unchanged; it is easily seen that the equivalent of Lemma 4.2 holds, and that

BE := {g = (g(θ)(θ), g(y)(θ), g(w)(θ)) : g(θ)(−θ) = −g(θ)(θ) , g(y)(−θ) = g(y)(θ) , g(z+)(−θ) = g(z−)(θ)} .
(4.13)

Note that in this case we would obtain a stronger result, since the dynamics on the model torus would be
linear.

We divide X by degree decomposition as in (3.1), with b = 2 and X1 = V(y,0) ⊕ V(w,0), X2 = V(θ,0)
0 ; this

decomposition is triangular by Remark 3.2 and the equivalent of Proposition 4.3 holds.
As before we fix Ln = 1 for all n. Now the maps Φn are a translation in the y, w direction composed with

a torus diffeomorphism . They are hence of the form

θ → θ + h(θ)
n (θ), y → y + h(y)

n (θ) , w → w + h(w)
n (θ) (4.14)

defined in such a way that F (θ,0)
n (θ) = ω(n) +O(|gn|) (here ω(n) is the average of F (θ,0)

n (θ) w.r.t. θ).
Regarding the Mel’nikov conditions we have that, by definition, ΠX ad(ΠNFn) is block-diagonal on X =

X1 ⊕X2 and its action on X1 is of the form

(
ω(n) · ∂θ

)
1+

(
F

(y,y)
n (θ) F

(y,w)
n (θ)

F
(w,y)
n (θ) F

(w,w)
n (θ)

)
, (4.15)

while the action on X2 is simply ω(n) · ∂θ. Thus the Mel’nikov conditons (3.3),(3.4) on the component X2

amount to requiring that ω(n) is γ, τ diophantine up to order Kn. All the difficulty is now reduced to inverting
(4.15).

Note that, under the same Diophantine hypotheses on ω(n), the operator (4.12) can be reduced to the form
(4.15) by choosing at each step n, the change of variables Ln to be the torus diffeomorphism which reduces
F

(θ)
n (θ, 0, 0) to its mean value. Of course one needs to verify that the Ln are in fact a sequence of compatible

changes of variables as in Defintion 2.24.
If we assume that the subspaces `K of Hypothesis 2.1 are finite dimensional then the invertibility of

ΠKnΠX ad(ΠNFn)ΠKn can be imposed by requiring that its eigenvalues are non-zero (the so-called first
Mel’nikov condition); however, unless `K is uniformly bounded (i.e. when `a,p is a finite dimensional space) it
is not at all trivial to obtain from such condition the bounds (3.3) and (3.4).

To the best of our knowledge the only examples in which one has enough control on (4.15) as it is, are the
forced cases, i.e. when F (θ) = ω0 and there are no y variables, that is d1 = 0. In this case one can use the
so-called multiscale approach; see for instance [49, 25, 28]. Otherwise one needs a more refined decomposition;
see below.
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4.2 Example 2: Hamiltonian KAM/Nash-Moser.

The following section is essentially a reformulation in our notations of the approach proposed in [45]. We start
by remarking that when the vector field (2.53) is Hamiltonian, it is natural to apply to it only symplectic
changes of variables: this amounts to completing the maps introduced in (4.14) to symplectic ones. We now
describe our procedure and at the end of the subsection we state the Theorem with an application to the NLS
equation.

Definition 4.4 (Symplectic structure). Recall that we assumed `a,p to have the product structure of Defi-
nition 4.1. We endow the phase space with the symplectic structure dθ ∧ dy + idz+ ∧ dz−.

We consider the decomposition

N := 〈V(θ,0)〉 ⊕ V(w,w) ⊕ V(y,w,w) , X := V(θ,0)
0 ⊕ V(y,0) ⊕ V(y,y) ⊕ V(y,w) ⊕ V(w,0) . (4.16)

This decomposition satisfies (2.17) with n = 2 and it is a degree decomposition with deg(y) = 2. Using the
notation of (3.1) we have b = 3 and

X1 = V(y,0) , X2 = V(y,w) ⊕ V(w,0) , X3 = V(θ,0)
0 ⊕ V(y,y).

We remark that if one wants to solve the torus embedding equation taking advantage of the Hamiltonian
structure, then the decompostion (4.16) appears naturally since it is the minimal decomposition containing
(4.2) and preserving the Hamiltonian structure. More precisely given a change of coordinates as in (4.14),
completing it to a symplectic one produces an element of X in (4.16).

Note that by (i) of Definition 2.19, the bigger is the set X , the more delicate is the choice of A.

Definition 4.5 (Finite rank vector fields). We consider vector fields f : Tds × Da,p+ν(r) → Va,p of the
form

f =
∑
v∈V

f (v,0)∂v + (f (y,y)y + f (y,w) · w) · ∂y ,

f (yi,w) ∈ Hp(Tds ; `−a,−p0−ν) ∩Hp0(Tds ; `−a,p−p1−p0−ν) , 〈f (θ,0)〉 = 0

(4.17)

and we set for p ≥ p1

|f |s,a,p : =
∑

u=θ,y,w

‖f (u,0)‖s,a,p + max
i,j=1,...,d1

‖f (yi,yj)‖s,a,p+

+
1

rs0
max

i=1,...,d1

(
‖f (yi,w)‖Hp(Tds ;`−a,−p0−ν) + ‖f (yi,w)‖Hp0 (Tds ;`−a,p−p1−p0−ν)

) (4.18)

We say that f is of finite rank if |f |s,a,p <∞. We denote by As,a,p the space of finite rank vector fields.
Given a compact set O ⊆ O0 we denote by A~v,p with ~v = (γ,O, s, a, r) the set of Lipschitz families O → As,a,p
with the corresponding γ-weighted Lipschitz norm which we denote by | · |~v,p.

Remark 4.6. Note that V(y,w) is not contained in the set of finite rank vector fields; indeed in general by the
identification of `∗a,p with `−a,−p one has that and g ∈ V(yi,w) can be written as g(yi,w)(θ) · w ∂yi where

g(yi,w) ∈ Hp(Tds , `−a,−p0−ν) ∩Hp0(Tds , `−a,−p−ν) .

On the other hand (4.17) is a stronger condition. Our – notationally quite unpleasant – choice of `−a,p−p1−p0−ν
is needed in order to verify condition (2.31) in Definition 2.18.
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Definition 4.7. Given K > 0 and a vector field f ∈ A we define the projection ΠKf as

(ΠKf
(v,0))(θ) :=

∑
|`|≤K

f
(v,0)
` ei`·θ, v = θ, y ,

(ΠKf
(w,0))(θ) :=

∑
|`|≤K

Π`Kf
(w,0)
` ei`·θ, (ΠK)f (yi,yj)(θ) :=

∑
|`|≤K

f
(yi,yj)
` ei`·θ, i, j = 1, . . . , d ,

(ΠKf
(yi,w))(θ) :=

∑
|`|≤K

Π`Kf
(yi,w)
` ei`·θ ,

(4.19)

and we define E(K) as the subspace of A~v,p where ΠK acts as the identity.

Lemma 4.8. The finite rank vector fields of Definition 4.5 satisfy all the conditions of Definition 2.18.

Proof. The Hilbert structure comes from the fact that (4.18) is defined by using the norm of an Hilbert space
on each component. Item 1 follows by the definition while item 2 formula (2.30) is proved in B.7. To prove
bound (2.31) in item 2 we reason as follow. Let us study the (y, w) component since the other are trivial. For
Φ = 1 one has that

‖f (y,w) ◦ Φ‖s,a,p1 = max
i=1,...,d

1

rs0

∑
l∈Z

〈l〉2p1 |fyi,wl · w|2 ≤ max
i=1,...,d

1

rs0

∑
l∈Z

〈l〉2p1‖f (yi,w)
l ‖2−a,−p0−ν‖w‖

2
a,p0+ν (4.20)

using the Cauchy-Schwartz inequality. By the sharpness of the latter inequality we deduce that any tame-
ness constant must be larger that the right hand side of (4.20), which in turn is bounded from below by
1
2 |f

(y,w)|s,a,p1
.

Items 4, 5 are proved in Lemmata B.8 and B.9 in the Appendix.
Finally we need to show that item 3 holds. Now given a vector field f ∈ A~v,p, the components f (v,0) are

discussed in (4.6) and (4.7), and the components f (v,0) and f (y,y) can be treated in the same way. By the
definition of the projector 4.7 one has that the last component (y, w) behaves essentially as the component
(w, 0). Hence again the smoothing bounds hold by reasoning as done in (4.6) and (4.7).

We choose (J is the standard symplectic matrix)

E = E(0)
Ham :=

{
F ∈ V~v,p : F = (∂yH,−∂θH, iJ∂wH) , H(θ, y, z+, z+) ∈ R

}
, (4.21)

while the regular vector fields are given by Definition 4.5. Note that by construction E(0)
Ham∩X ≡ A, indeed the

condition J∂wH(θ, y, w) = F (w)(θ, y, w) ∈ `a,p implies that ∂wF (y) := −∂w∂θH(θ, y, w) ∈ `a,p as well. Then
BE is the space of regular Hamiltonian vector fields. The conditions of Definitions 2.17 and 2.19 are trivially
fulfilled. Note that the degree decomposition preserves the Hamiltonian structure.

Lemma 4.9. Consider a tame vector field f ∈ A~v,p ∩ E (i.e. regular vector field according to Definition 4.5
which is Hamiltonian). There exists a c (depending at most on p0 and on the dimensions d, d1) such that for
any tameness constant

|f |~v,p ≤ cC~v,p+1(f) (4.22)

for any p ≥ p1.

Proof. On the components (v, 0), v = θ, y, w and (y, y) the bound (4.22) is proved in Lemma 4.2. Let us
study the (y, w)−component. First recall that, since we are in a Hamiltonian setting, then one has f (y,w)(θ) =
−iJ∂θf (w,0)(θ). Hence for Φ ≡ 1 and y = 0 = w one has for any p ≥ p0 that

|f (y,w)(θ)|~v,p ≤ |∂θf (w,0)(θ)|~v,p ≤ |f (w,0)(θ)|~v,p+1 = ‖f (w,0) ◦ Φ‖~v,p+1 ≤ cC~v,p+1(f). (4.23)

Threfore the assertion follows.
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As in Subsection 4.1 we now relate the Mel’nikov conditions to the homological equation.

Proposition 4.10. Let γ > 0, K ≥ K0, consider a compact set O ⊂ O0 and set ~v = (γ,O, s, a, r) and
~v0 = (γ,O0, s, a, r). Consider a vector field F ∈ W~v0,p ∩ E

(0)
Ham of the form

F = N0 +G : O0 ×Da,p+ν(r)×Tds → Va,p ,

where E(0)
Ham is defined (4.21) and N0 is defined in (4.8) with Ω(0) self-adjoint. Assume that F is C4-tame up

to order q = p2 + 2. Assume that γ ∼ diamO0 and set

Γp := γ−1C~v,p(G), Θp := γ−1C~v,p(Π
⊥
NG). (4.24)

If O satisfies the Mel’nikov conditions of Definition 3.4 for (F,K,~v0) then O satisfies the homological
equation of Definition 2.23 provided that we fix parameters µ and t as in (3.7).

Proof. We wish to apply Proposition 3.5 in order to prove that items 1. and 2.a-b-c of Definition 2.23 are
satisfied for O satisfying the Mel’nikov conditions. In order to do so we need to prove (3.6). The desired
bounds follow from Lemma 4.9 and from the bounds (B.1) on tameness constants of commutators. We now
prove item 2.d. We claim that there exists a choice of a tameness constant C~v,p2−1(ΠXΦ∗F ) which satisfies
(2.48). Indeed this follows from Lemmata B.3, B.1, B.6 and Remark B.2, see the proof of estimate (5.12) for
more details. The bound (2.48) follows from Lemma 4.9.

In fact one may prove (2.48) directly (obtaining a slightly better bound). Let Φ = 1+ f be the time one
flow map of the field g defined by Proposition 3.5 and Φ−1 = 1 + f̃ its inverse. Note that f is of the form
(4.17) and ΠXΦ∗F = ΠXF ◦Φ−1 + df [F ◦Φ−1]. The bound on the first summand follows by item 1. The only
non trivial term in the second summand is given by

f (y,w)(θ)
[
dwF

(w)(Φ−1(θ, 0, 0))[w]
]

=
(
(dwF

(w)(Φ−1(θ, 0, 0)))∗f (y,w)(θ)
)
· w.

By the Hamiltonian structure the operator8

iσ3dwF
(w) , σ3 :=

(
1 0
0 −1

)
is self-adjoint, hence the bound (2.48) follows by the tame estimates on F and the fact that f (y,w) ∈ `−a,−p0−ν .
Hence the assertion follows.

Again, under the same assumptions as in Proposition 4.10 and of course assuming the smallness conditions
(2.54), we can apply Theorem 2.25; by Proposition 4.10 the set O∞ of Theorem 2.25 contains the intersection
over n of the sets Cn in which the Mel’nikov conditions are satisfied for (Fn,Kn, ~v

0
n), therefore we now analyze

the Mel’nikov conditions.
The operator ΠX ad(ΠNFn), restricted to the blocks X1,X3 coincide with the operator (ω(n) · ∂θ)1 while

on the block X2 = V(w,0) ⊕ V(y,w), we get((
ω(n) · ∂θ

)
1− F (w,w)

n (θ) 0

−F (y,w,w)
n (θ)

(
ω(n) · ∂θ

)
1+

(
F

(w,w)
n (θ)

)∗
)
. (4.25)

Note that the operators appearing on the diagonal of (4.25) are iσ3 times a self-adjoint operator, moreover
the whole operator maps Hamiltonian vector fields into Hamiltonian vector fields.

As before, the Mel’nikov conditons (3.3),(3.4) on the component X1,X3 amount to requiring that ω(n) is
γ, τ diophantine up to order Kn.

In conclusion we have proved the following Theorem.
8We use the standard notation for the Pauli matrices.
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Theorem 4.11. Consider a vector field F ∈ W~v0,p ∩ E
(0)
Ham of the form

F = N0 +G : O0 ×Da,p+ν(r)×Tds → Va,p ,

where E(0)
Ham is defined (4.21) and N0 is defined in (4.8) with Ω(0) self-adjoint. Assume that F is C4-tame up

to order q = p2 + 2. Fix γ > 0 such that γ ∼ diamO0 and assume that G satisfies the smallness conditions
(2.54) of Theorem 2.25. Then there exists an invariant torus for F provided that ξ belong to the set O∞ of
Theorem 2.25. Finally O∞ contains

⋂
n Cn where Cn is the set of ξ such that ωn is (γ, τ)−diophantine and the

matrix Nn in (4.25) is approximatively invertible with tame bounds like (3.3) and (3.4).

We claim that, in the applications, proving the approximate invertibility of (4.25) is significantly simpler
than proving the invertibility of (4.15).

4.3 Example 3: Reversible KAM/Nash-Moser.

We now wish to obtain a triangular decomposition for the Melnikov conditions as in (4.25) but without
restricting to Hamiltonian vector fields. To this purpose we set

N := V(θ,0) ⊕ V(w,w) , X := V(y,0) ⊕ V(y,y) ⊕ V(y,w) ⊕ V(w,0). (4.26)

or
N := 〈V(θ,0)〉 ⊕ V(w,w) , X := V(θ,0)

0 ⊕ V(y,0) ⊕ V(y,y) ⊕ V(y,w) ⊕ V(w,0). (4.27)

such choices are compatible with Definition 2.17 with n = 1. Note that both cases come from a degree
decomposition provided that we fix 1 < deg(y) < 2, therefore they are trivially triangular. Now the degree
decomposition of (3.1), say in case (4.27), reads b = 4 and gives X1 = V(y,0), X2 = V(w,0), X3 = V(y,w) and
X4 = V(θ,0)

0 ⊕ V(y,y).
We define the space of regular vector field A~v,p as the “finite rank vector field” of Definition 4.5. and

introduce the smoothing operator ΠK as in Definition 4.7. By lemma 4.8 such vector fields satisfy all the
conditions of Definition 2.18.

Regarding the choice of E , we require the reversibility condition (4.9), moreover, in order to satisfy condition
(i) and (iii) of Definition 2.19 we set

E = E(1) :=
{
F ∈ E(0) : dwF

(y)(θ, y, w) ∈ Hp(Tds ; `−a,−p0−ν) ∩Hp0(Tds ; `−a,p−p1−p0−ν) ,
}
. (4.28)

If we set Ln = 1 as before, we get changes of variables of the form

y → y + h(y,0)(θ) + h(y,y)(θ)y + h(y,w)(θ) · w , w → w + h(w,0)(θ) , θ → θ + h(θ,0)(θ)

i.e. the changes of variables (4.14) of Example 1, composed with a (y, w)-linear change of variable of finite
rank. Note that a regular g ∈ X is in BE if it satisfies (4.13).

On E(1) we give a slightly stronger definition of tame vector field.

Definition 4.12. We say that a C3−tame vector field F ∈ E(1) is “adjoint-tame” if there exists a choice of
tameness constants C~v,p(F ) such that, for any Φ generated by g ∈ BE and for any h as in Definition 2.13, the
adjoint9 of dUF (Φ) is tame and satisfies the bounds. Setting

Xp := Hp+ν(Tds ;C
d1 × `−a,−p0−ν) ∩Hp0+ν(Tds ;C

d1 × `−a,p−p1−p0−ν)

and
Y p := Hp(Tds ;V−a,−p0

) ∩Hp0(Tds ;V−a,p−p1−p0
)

for p ≥ p1, one has (see formula (2.22))

(T1)∗ ‖(dUF (Φ))∗[h]‖γ,O,Xp ≤
(
C~v,p(F ) + C~v,p0

(F )|g|~v′,p+ν
)
‖h‖γ,O,Y p0 + C~v,p0

(F )‖h‖γ,O,Y p . (4.29)
9We recall that, given a linear operator A : X → Y its adjoint is A∗ : Y ∗ → X∗. Our condition implies that (dUF (Φ))∗ is

bounded from Y1 → X1, with Y1 ⊂ Y ∗ and X1 ⊂ X∗ this is hence a much stronger condition.
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We have the following Lemmata.

Lemma 4.13. Consider a regular vector field f ∈ A~v,p. Then f satisifes (4.29) with C~v,p(f) = |f |~v,p.
Moreover there exists a c (depending at most on p0 and on the dimensions d, d1) such that for any tameness
constant satisfying (4.29) one has

|f |~v,p ≤ cC~v,p(f) (4.30)

for any p ≥ p1.

Proof. We only sketch the proof of the Lemma when Φ is the identity: the general case is essentially identical
due to the simple structure of A~v,p and B. The only non-trivial components are f (yi,w) ·w. The adjoint of the
differential is then the map λ→ f (yi,w)λ with λ ∈ Hp(Tds). The result follows by the definition of | · |~v,p.

Lemma 4.14. The adjoint-tame vector fields are closed with respect to close to identity changes of variables
Φ = 1 + f generated by ψ ∈ BE . In particular, setting F+ = Φ∗F , one has that the tameness constants in
(B.7) satisfy condition (T1)∗.

Proof. Fix a vector field F : Tds ×Da,p+ν(r) ×O → Va,p which is C3–tame, By Remark 2.7, we know that if
|f |~v,p1

= cρ with c small enough then there exists Φ−1 = 1 + f̃ with |f̃ |~v,p ∼ |f |~v,p ∼ |ψ|~v,p and one has, by
Lemma B.3 F+ := Φ∗F : Tds−2ρs0 ×Da,p+ν(r− 2ρr0)×O → Va−2ρa0,p is C3–tame up to order q − ν − 1, with
scale of constants

C~v2,p(F+) ≤ (1 + ρ)
(
C~v,p(F ) + C~v,p0

(F )C~v1,p+ν+1(f)
)
, (4.31)

where ~v := (λ,O, s, a, r), ~v1 := (λ,O, s − ρs0, a − %a0, r − ρr0) and ~v2 := (λ,O, s − 2ρs0, a − 2ρa0, r − 2ρr0).
Now by Lemma 4.13 since f, f̃ are “regular” vector fields, they are also “adjoint-tame”.

Consider a transformation Γ generated by g ∈ BE . We need to check that (dUF+(Γ))∗[h] satisfies (4.29)
with C~v,p(F ) C~v2,p(F+).

One can write F+ = F ◦ Φ−1 + df(Φ)[F ◦ Φ−1] and study the two summands separately. First note that
Φ ◦ Γ = Ψ = 1+ k with k ∈ B such that

|k|~v1,p ≤ |ψ|~v,p|g|~v,p1
+ |ψ|~v,p1

|g|~v,p.

In particular k is “adjoint-tame” since it is regular. On the other hand if one has two linear (in y, w) vector
fields A and B which are “adjoint-tame”, then AB is clearly “adjoint-tame”. Now one can write (F+ ◦ Γ) =
F (Φ−1 ◦ Γ) + df(Φ ◦ Γ)[F (Φ−1 ◦ Γ)]. Let us study for instance the first summand. Essentially (4.29) follows
by the chain rule, the property (T1)∗ on F , and the tame estimates on the differential of k and on its adjoint.

One has that dUF (Φ−1 ◦ Γ) = dUF (Φ−1 ◦ Γ)dU(Φ
−1 ◦ Γ). The estimate (4.29) follows by (T1)∗ on the field

F and the estimates on k. Jus as an example consider the term from the differential of df [F ◦ Φ−1] is, for
i = 1, . . . , d1, the operator f (yi,w) · dwF (w)(θ, y, w)[·]. For h ∈ Hp(Tds ;C) we have the estimate

‖(dwF (w)(Ψ))∗f (yi,w)h‖γ,O,Hp+ν(Tds ;`−a,−p0−ν)∩Hp0+ν(Tds ;`−a,p−p1−p0−ν)

(T1)∗

≤

≤ (C~v,p(F ) + C~v,p0
(F )|k|~v,p+ν)‖f (yi,w)h‖Hp0 (Tds ;C) + C~v,p0

(F )(1 + |k|~v,p1
)‖f (yi,w)h‖Hp(Tds ;C)

≤ (C~v,p(F ) + C~v,p0
(F )|k|~v,p+ν)|ψ|~v,p0

‖h‖Hp0 (Tds ;C)+

+ C~v,p0
(F )(1 + |k|~v,p1

)(‖h‖Hp(Tds ;C)|ψ|~v,p1
+ ‖h‖Hp0 (Tds ;C)|ψ|~v,p)

≤ C~v,p0
(F )(1 + 2|ψ|~v,p1

|g|~v,p1
)|ψ|~v,p1

‖h‖Hp(Tds ;C)

+ ‖h‖Hp0 (Tds ;C)

[
C~v,p(F )|ψ|~v,p1

+ C~v,p0
(F )|ψ|~v,p+ν + C~v,p0

(F )|ψ|~v,p1
|g|~v,p+ν

]
.

(4.32)
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Proposition 4.15. Let γ > 0, K ≥ K0, consider a compact set O ⊂ O0 and set ~v = (γ,O, s, a, r) and
~v0 = (γ,O0, s, a, r). Consider a vector field F ∈ W~v0,p ∩ E(1) of the form

F = N0 +G : O0 ×Da,p+ν(r)×Tds → Va,p ,

where E(1) is defined (4.28) and N0 is defined in (4.8) with Ω(0) self-adjoint. Assume that F is C3-tame up to
order q = p2 + 2 and adjoint-tame. Assume that γ ∼ diamO0 and set

Γp := γ−1C~v,p(G), Θp := γ−1C~v,p(Π
⊥
NG). (4.33)

If O satisfies the Mel’nikov conditions of Definition 3.4 for (F,K,~v0) then O satisfies the Homological
equation of Definition 2.23 provided that we fix parameters µ and t as in (3.7). Moreover Φ∗F (defined in
(2.48)) is adjoint-tame.

Proof. We wish to apply Proposition (3.5) in order to prove that items (1) and 2.a,b,c of Definition 2.23 are
satisfied. In order to do so we need to prove (3.6). One has that (3.6) follows directly by using the adjoint-
tameness estimates on ΠRG and ΠNG as done in the proof of Lemma 4.14. Regarding item 2.d. To prove
estimate (2.48) one can use the adjoint-tameness of G to get the bound for the term Φ∗G. The term Φ∗N0

must be treated as done in (5.31) of Proposition 5.1 by using the norm | · |~v,p instead of the tameness constant.
This can be done using the (3.6) and the fact that g in Definition 2.23 satisfies the homological equation (2.47).
The adjoint-tameness of Φ∗F follows by Lemma 4.14 since g ∈ BE by definition.

As in the previous examples, under the same assumptions as in Proposition 4.15 and of course assuming
(2.54), we can apply Theorem 2.25; by Proposition 4.15 the set O∞ of Theorem 2.25 contains the intersection
over n of the sets in which the Mel’nikov conditions are satisfied for (Fn,Kn, ~v

0
n), therefore we now analyze

the Mel’nikov conditions (3.4) in this case.
The operator ΠX ad(ΠNFn)decomposes as follows: we get the operator (ω(n) · ∂θ)1 on the blocks X1,X4 while
on the blocks X2,X3, we get(

ω(n) · ∂θ
)
1− F (w,w)

n (θ) ,
(
ω(n) · ∂θ

)
1+

(
F (w,w)(θ)

)∗
(4.34)

respectively. As in the previous example the Diophantine condition on ω(n) is used in order to solve the
homological equations on X1,X4. In conclusion we have proved the following Theorem, which is the analogous
of Theorem 4.11 in the reversible case, simply requiring less regularity for F , adjoint-tameness and of course
the reversible structure instead of the Hamiltonian one.

Theorem 4.16. Consider a vector field F ∈ W~v0,p ∩ E(1) of the form

F = N0 +G : O0 ×Da,p+ν(r)×Tds → Va,p ,

where E(1) is defined (4.28) and N0 is defined in (4.8) with Ω(0) self-adjoint. Assume that F is C3-tame up to
order q = p2 + 2 and adjoint-tame. Fix γ > 0 such that γ ∼ diamO0 and assume that G satisfies the smallness
conditions (2.54) of Theorem 2.25. Then there exists an invariant torus for F provided that ξ belong to the set
O∞ of Theorem 2.25. Finally O∞ contains

⋂
n Cn where Cn is the set of ξ such that ωn is (γ, τ)−diophantine

and the matrices (4.34) are approximatively invertible with tame bounds like (3.3) and (3.4).

As in the previous example one could also apply our KAM scheme with the decomposition (4.2) but using
as changes of variables operators Ln which block diagonalize (4.12) into (4.34).

4.4 Example 4: KAM with reducibility.

Up to now we have just reduced our problem to the inversion of (4.25) or (4.34). Inverting such operators is
not trivial and requires some subtle multiscale arguments as discussed in Example 2, subsection 4.5 (see also
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[45]).
Clearly a major simplification would appear if we were able to diagonalize (4.34)-(4.25). This is indeed the
classical KAM approach (see [4], [15]) but it requires much stronger non resonance conditions, i.e. the second
Mel’nikov conditions. How to use reducibility in order to prove bounds of the form (4.34)-(4.25) for nonlinear
PDEs on a circle has been discussed in various papers, see [40], [39], [41]. Here we briefly recall the main point
in the simplest possible context. We consider a Hamiltonian case and assume to work with the decomposition
(4.16). Let suppose that in Definition 4.4 we have

ha,p = ⊕j∈Nhj , `a,p = ⊕j∈N`j , `j = hj × hj , wj = (z+
j , z

−
j )

with hj finite dimensional subspaces, for simplicity suppose them one-dimensional. Then one may introduce
finite dimensional monomial subspaces10 V(v,z

σ1
j1
,··· ,zσkjk ), with σi = ±1.

For a linear operator A(θ) ∈ L(`a,p, `a,p) one considers its block decomposition {Aij}i,j∈Zr and the off-
diagonal decay norm

(|A|dec
s,a,p)

2 :=
∑

h=(h1,h2)∈N×Zd
〈h〉2pe2(a|h1|+s|h2|) sup

j∈N
|Ajj+h1

(h2)|2 (4.35)

where |Aij | is the operator norm on L(`i, `j) . Then we consider the corresponding weighted Lipschitz norm
which we denote | · |dec

~v,p . This gives a special role to diagonal θ-independent vector fields, so we define

N0 := 〈V(θ,0)〉
⊕
j,σ

〈V(zσj ,z
σ
j )〉 ∩ V(w,w) ,

Then one can choose E as

E(2)
Ham := {F ∈ E(0)

Ham : dwF
(w)(θ, y, u) = D +M} (4.36)

with D diagonal and M a bounded operator with finite | · |dec
~v,p norm. We are in the framework of [15] or [48],

but we are not requiring analiticity, therefore we need some tameness properties, which we ensure by choosing
the norm | · |dec

~v,p . Let us briefly recall the notations. We consider the Hamiltonian vector field

F0 = ω0 · ∂θ + i
∑
j

Ω
(0)
j z+

j ∂z+j
− i
∑
j

Ω
(0)
j z−j ∂z−j

+G0(ξ, y, θ, w)

with the following assumptions.

A. Non-degeneracy. We require that for all j 6= k, ` ∈ Td∣∣{ξ ∈ O0 : ω0 · l + Ω
(0)
j ± Ω

(0)
k = 0}

∣∣ = 0 , Ω
(0)
j ± Ω

(0)
k 6= 0 ∀ξ ∈ O0 (4.37)

B. Frequency Asymptotics. We assume that ξ → ω(0)(ξ) is a lipeomorphism and

|ω(ξ)|, |ω(ξ)|Lip, |Ω(0)
j (ξ)− jν |, |Ω(0)

j (ξ)|Lip < M , |ξ(ω)|Lip ≤ L , ∀ξ ∈ O0

for some ν > 1.

C. Regularity. We require G0 ∈ E(2)
Ham with D = 0, more precisely G is C4 tame bounded Hamiltonian vector

field with ΠN0
G = 0 well defined and Lipschitz for ξ ∈ O0 a compact set of positive measure.

10Of course if `a,p is infinite dimensional then it is not true that for instance
⊕
i,j V

(wi,wj) = V(w,w) .
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D. Smallness. In Constraint 2.21 fix

α = 0 , χ = 3/2 , κ1 = 2κ0 + 1, κ3 = 3κ0 + 1 , κ2 = 4κ0 + 1 ,

η = µ+ 2κ2 + 3 , ∆p = 9κ0 + 3, p1 =
d+ 2

2
+ ν + 1

this leaves as only parameter µ. Suppose that G0 ∼ R0 ∼ 1, fix ε0 small and set K0 = ε
−1/5κ0

0 so that
the smallness conditions (2.43),(2.44a)–(2.44c) are satisfied.

We assume finally that

P0 := ΠNF0 −ΠN0
F0 = ΠNGn −ΠN0

G0 = P (0)(θ)w∂w +
i

2
Jw ·

∑
i

∂θiP
(0)(θ)w∂yi

is small i.e.
γ−1

0 |P (0)|dec
~v0,p1

≤ ε0

We are in the context of Subsection 4.2, so we have Proposition 4.10 with b = 3, t = 1, and for convenience
let us set

µ = 4(µ1 + ν) + 5 , µ1 = 2τ + 2 . (4.38)

Theorem 4.17. Fix τ > d + 1 + 2
ν−1 and ε0(LM)τ+1 � 1. Let F0 be a C4 tame vector field up to order

q = p2 + 2 satisfying assumptions A. to D. Then for γ0 small enough there exists positive measure Cantor like
set O∞(γ0) ⊂ O0 of asymptotically full Lebesgue measure as γ → 0 and a symplectic close to identity change
of variables H∞ such that

ΠX (H∞)∗F0 = 0 , (ΠN −ΠN0
)(H∞)∗F0 = 0, , ∀ξ ∈ O∞(γ0)

so that F0 has a reducible KAM torus.

We apply Theorem 2.25 to F0 and we aim to show that we can produce a non-empty set O∞ by choosing
the Ln appropriately. By definition, at each step n, set

ΠN0
Fn = Dn = ωn · ∂θ + i

∑
j

Ω
(n)
j z+

j ∂z+j
− i
∑
j

Ω
(n)
j z−j ∂z−j

, (4.39)

ΠNFn −ΠN0
Fn = Pn = P (n)(θ)w∂w +

i

2
Jw ·

∑
i

∂θiP
(n)(θ)w∂yi . (4.40)

Lemma 4.18 (KAM reduction step). Fix ~vn = (γn,On, sn, an, rn), ~v0
n = (γn,O0, sn, an, rn) and Kn � 1 as

in (2.52). Given a Hamiltonian vector field Dn + Pn as in (4.39) with

ρn(Mγn)−1K2τ+1
n |P (n)|dec

~vn,p1
� 1

there exists a symplectic change of variables Ln+1, which conjugates

(Ln+1)∗(Dn + Pn) := D̂n + P̂n

(here D̂n is the projection of the conjugate vector field onto N0 ) so that

1. Ln+1 is the time one flow of the Hamiltonian vector field

Sn+1 := S(n+1)(θ)w∂w +
i

2
Jw ·

∑
i

∂θiS
(n+1)(θ)w∂yi , with |S(n+1)|dec

~v0n,p
≤Mγ−1

n K2τ+1
n |P (n)|dec

~vn,p
.
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2. Set
Ôn := {ξ ∈ On : |ω(n) · l + Ω

(n)
j ± Ω

(n)
k | ≥

Mγn
Kτ
n

, |`| ≤ Kn}. (4.41)

For all ξ ∈ Ôn, Sn+1 solves the Homological equation

[Sn+1,Dn] + ΠKnPn = 0 , (ΠKP )ij =

{
Pij if |i− j| ≤ K

0 otherwise

3. Setting v̂n := (γn, Ôn, sn, an, rn) we have the bounds

|P̂ (n)|dec
v̂n,p1

≤ |S(n+1)|dec
~v,p1
|P (n)|dec

~v,p1
+K−(p2−p1)

n |P (n)|dec
~vn,p2

,

|P̂ (n)|dec
v̂n,p2

≤ |P (n)|dec
~vn,p2

+ const|S(n+1)|dec
~v,p2
|P (n)|dec

~vn,p2
,

Now we may apply this reduction step at each step in our iteration in Theorem 2.25, provided that we
show that the Ln are compatible changes of variables. This we prove by induction. In fact we recursively
obtain that

γ−1
n |P (n)|dec

~v,p1
≤ Kκ1

0 ε0K
−κ1
n , γ−1

n |P (n)|dec
~v,p2
≤ 2G0K

κ1
n

so that the Ln are compatible since κ3 > κ1 + 2τ + 1. Now we can choose a set On+1 which satisfies the
Melnikov conditions (4.25) at step n for F̂n = (Ln)∗Fn. Since ΠN F̂n = (Ln)∗ΠNFn, this amounts to finding
an approximate inverse for ad(D̂n + P̂n) which satisfies (3.3) with µ1 fixed in (4.38). Now, finding a partial
inverse of (4.25) is equivalent to finding an inverse to ad D̂n, since ad P̂n can be put inside the remainder, see
formula (2.47). In turn the invertibility of ad D̂n on X2 is ensured by requiring lower bounds on the eigenvalues,
i.e. choosing at each step

On+1 := {ξ ∈ Ôn : |ω̂n · l + Ω̂
(n)
j | ≥

γnM

Kτ
n

, |`| ≤ Kn} (4.42)

in Theorem 2.25. One can easily check that, troughout the algorithm ξ → ω(n)(ξ) and ξ → ω̂(n)(ξ) are
lipeomorphisms and

|ω(n) − ω0|+ γ0|ω(n) − ω0|Lip, |Ω(n)
j − Ω

(0)
j |+ γ0|Ω(n)

j − Ω
(0)
j |

Lip < γ0ε0 , |ξn(ω)|Lip ≤ 2L , in On,

the same for the corresponding ·̂ quantities.

Lemma 4.19. For τ > d+ 1 + 2
ν−1 and ε0(LM)τ+1 � 1 we have that |O0 \ ∩nOn| → 0 as γ0 → 0.

Proof. This is proved in [15] Corollary C.

The main point in this approach is that at each step, while constructing our approximate solutions by
inverting (4.25), we apply a change of variables which approximately diagonalizes the linearized operator up to
a negligible remainder. Condition (4.41), ensures that the sequence of linear changes of variables converges. In
fact this last approach could be made slightly more flexible, indeed in our construction we have used the norm
(4.35) on the component V(w,w) ⊕V(y,w,w) in order to perform the reduction. This imposes some unnecessary
conditions on the changes of variables, since the only unavoidable request on the Ln is that they preserve E
and do not disrupt the bounds. A typical example is a change of variables of the form Lw(x) = w(x+a(θ, x)).
One does not expect such change of variables to have finite (4.35) norm but, if a is chosen appropriately, it
can be a compatible change of variables.
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4.5 Application to the NLS.

Let us specify to a PDE context; typical examples are `a,p = Hp(Tda) or `p = `a=0,p = Hp(G) with G a compact
Lie group or homogeneous manifold. Then we may suppose that Ω(0) in (4.8) is diagonal w.r.t. the Fourier
basis (and self-adjoint) while G is a composition operator w.r.t. the w variable. For simplicity of the exposition,
let us restrict ourself to semi-linear PDEs with no derivative in the nonlinearity, so that G(w(x)) = f(w(x))
with f a Ck map C2 → C2. More precisely we choose

E = E(1)
Ham :=

{
F ∈ E(0)

Ham : dwF
(w)(θ, y, u) = D +M +R , u ∈ Da,p(r)

}
(4.43)

where D is a diagonal operatorM is a multiplication operator while R is finite rank. Since we apply symplectic
changes of variables which are the identity plus a traslation plus a finite rank operator, E(1)

Ham is preserved
throughout our algorithm.

As an example consider the NLS equation on a simple compact Lie group G:

i∂tu+ ∆u+Mξu = εg(|u|2)u , (4.44)

here g(y) ∈ Cq(R,R) with q large, while Mξ is a Fourier multiplier

Mξφi(x) = ξiφi(x) , i = 1, · · · , d

where φn(x) are distinct eigenfunctions of the Laplace-Beltrami operator. We introduce the variables θ, y, w =
(z, z̄) by writing (for In > 0 )

u(x) =

d∑
j=1

√
Ij + yje

iθjφj(x) + z(x) , (4.45)

where z(x) belongs to the orthogonal complement of Span(φi(x))di=1 which by definition is `p = `0,p. As
norm we choose the one induced on `p by Hp(G). This change of variables is symplectic and one obtains a
Hamiltonian vector field F = N0 +G of the form (1.3), where ω(0)

i (ξ) = λi + ξi, with λi being the eigenvalue
of the Laplace-Beltrami operator associated to φi. Correspondingly Λ(0) is the Laplace-Beltrami operator
restricted to the complement of Span(φn(x))dn=1. Since the non-linearity is a composition operator on Hp,
then classical results ensure the Ck tameness of the vector field for all k. Moreover the restriction of a
multiplication operator to `p is a multiplication operator up to a finite rank operator (`p is the complement of
a finite dimensional subspace), then F ∈ E(1)

Ham. Now we fix γ0 > 1/2 and take G0, R0, ε0 ∼ ε in (2.21). In this
way the NLS equations satisfies all the hypotheses of Theorem 4.11 and hence we deduce the existence of an
invariant torus in the set O∞.

Let us now discuss the measure estimates for the sets Cn in this setting. It is easily seen that ω(n)
j =

λj + ξj + O(ε) so imposing the diophantine conditions on such sequence is simple. As one could expect the
key point is the inversion of the operator in (4.25). In turn, since the operator is triangular, this amounts to
inverting the diagonal, i.e. the operator

Ln = (ω(n) · ∂θ
)
1− F (w,w)

n (θ). (4.46)

acting on V(w,0). We first remark that F (w,w)
n (θ) is the linearized of F (w) at an approximate solution up to a

finite rank term. This follows from the fact that our changes of variables are traslations plus finite rank. From
this we deduce that F (w,w)

n (θ) is a multiplication operator plus a finite rank one. Now in order to prove that
the estimates (3.3) and (3.4) hold for (4.46) for a large set of ξ one can use a multiscale theorem, such as the
one in [19],[24] or [28]. Indeed one may verify that Ln in (4.46) fits all the hypotheses of Proposition 5.8 in
[28] so that the tame estimates on the inverse follow by conditions on the eigenvalues. The measure estimates
follow by eigenvalue variation (again just as in [28]).
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If G = Tk, this general strategy is carried on in full details in [45], in the more complicated case of a
multiplication potential; see also the application to the wave equation [50]. Since the authors follow the Nash-
Moser approach they never apply the symplectic change of variables which block-diagonalize, but only deduce
its existence by the Hamiltonian structure.

If G = T and we look for odd solutions, then the hypoteses A. to D. of subsection 4.4 are satisfied and
using the same change of variables as in (4.45) and reasoning as above, one can see that F ∈ E(2)

Ham, see (4.36),
and therefore one can apply Theorem 4.17 and obtain that the invariant torus is also reducible; note that in
this case the procedure is complete in the sense that the set O∞ has positive measure.

Theorem. The NLS equation (4.44) admits reducible and linearly stable quasi-periodic solutions for all ε
small enough and for all ξ in a positive measure set.

Note that one could avoid adding the Fourier multiplier in (4.44) and obtain the parameters by using
Birkhoff Normal form (this is done for instance in [51]).
In our application, we have not considered a reversible case: this is due to the fact that the natural structure for
the semilinear NLS is the Hamiltonian one. On the other hand, if one considers DNLS (Derivative NLS) there
are interesting examples which are not Hamiltonian but instead they are reversible; see for instance [32, 41].
We believe (see [52, 46]) that our result can be fruitfully applied also to the fully nonlinear autonomous case.

4.6 Some comments

The examples 1-4 show that our KAM approach interpolates from the Nash-Moser scheme to the KAM. Each
different choice of decomposition depends on the specific application one is studying. Note that we could always
choose the simplest decomposition (4.2) (or (4.16) in the Hamiltonian setting) and achieve the block-decoupling
of the linearized operators through the compatible change of variables Ln.

A final remark is in order. In the PDEs setting of subsection 4.5, applying the changes of variables of
Lemma 4.18 implies some loss of information. Indeed it is easily to see that changes of variables do not
preserve E(1)

Ham unless we can show that the matrices in S(n) are Töplitz (up to finite rank).
Unfortunately in most applications this is not the case: indeed in classic KAM scheme the PDEs structure

is essentially ignored and one works in E(2)
Ham. This has been an obstacle in extending the KAM theory to higher

spatial dimensions. In the latter case it is convenient to choose as E a slightly more involved class of vector field,
the so called quasi-Töplitz or Töplitz-Lipschitz vector fields. The idea is to retain some information on the
original PDE structure by showing that the linearized operator in the w−component can be “approximated”
by piecewise multiplication operators.

A very good idea is to follow the approach of [39],[40] where the Authors take advantage of the Second
Mel’nikov conditions (4.41) but do not apply the changes of variables which diagonalize the linearized operator.
In this way at each step they preserve the PDE structure. The key observation is that, in a Sobolev regularity
setting, the bounds (3.4) and (3.3) follow from corresponding bounds in some special coordinate system (i.e.
the one in which the operator is diagonal) provided that the change of variables to the new coordinates is
well-defined as an operator from the phase space to itself. Then there is no need to actually apply the change
of variables. In the analytic context however this approach presents some difficulties, as one can see easily
already in the case of the torus diffeomorphism, i.e. in studying the conjugate of a vector field F under the
map

Tds 3 θ 7→ θ + g(θ), (4.47)

for some s ≥ 0, and g(θ) small. Note that this change of variables is necessary in order to pass from (4.12) to
(4.15). The map (4.47) induces an operator on the functions f ∈ Hp(Tds) defined as (T f)(θ) = f(θ + g(θ)).
It is easy to check that in the Sobolev context, i.e. s = 0, the map (4.47) is a diffeomorphism of Td into
itself and hence T is well-defined from Hp(Td) into itself. On the contrary, if s > 0 one has that the map
(4.47) maps Tds into Tds′ with s′ < s, in other words there is a loss of analyticity tied to the size of g. In
this case one cannot follow the strategy used in [40]. By following directly such strategy one loses all the
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analyticity after a finite number of steps. This is due to the fact that, even if the iterative Nash-Moser scheme
is coordinate independent, some of the estimates we perform actually depend on the system of coordinates.
The basic idea of our approach is in fact to use at each step the system of coordinates which is more adapted
to the problem one is studying. This point explains also the rôle of the compatible transformations Ln. Indeed
such transformation are not fundamental in proving the convergence of the scheme, but are introduced as a
degree of freedom in order to study the set of good parameters in 3.4. In particular such transformations are
the key point in order to study problems in the analytic setting.

Up to now we have only considered degree decompositions, however one can certainly consider cases in
which N ,X ,R are not triangular. For instance we may consider E as in Example 4.2 with the same X as
in (4.16) (i.e. it contains only terms of degree ≤ 0 w.r.t. the decomposition with deg(y) = 2) but where
R contains only (and all) functions of degree ≥ 3. Now this choice respects Definitions 2.17 and 2.19 but
clearly the decomposition is not triangular since ΠX adN is not block diagonal. However it is easily seen that
ΠX ad(R) = 0 for any R ∈ R so that ΠX ad(Π⊥XF ) = ΠX ad(ΠNF ). In fact if one divides

N =

2⊕
j=0

Nj

in terms of increasing degree then ΠX ad(ΠN0
F ) is block diagonal on X = ⊕Xj while ΠX ad(Π⊥N0

F ) is upper
triangular, so that solving the homological equation only depends on inverting ΠX ad(ΠN0

F ) as in the previous
example. This means that we can apply Theorem2.25 having a pretty explicit description of the set O∞.

On the smallness condition Let us comment smallness conditions in Constraint 2.21. First of all one
can note that conditions (2.42) are trivially non empty. Indeed given any µ, ν, κ3, α, p1, χ, (which typically
are fixed by the problem) then (2.42a),(2.42b) and (2.42c) give lower bounds one κ1, κ2, η, while (2.42d) and
(2.42e) constrain p2 in a non-empty interval.

The conditions on ε0, G0, R0 are more subtle. Indeed (2.43) gives a lower bound on the size of K0, but then
it is not trivial to show that (2.44) can be fulfilled. Clearly if G0 ∼ R0 ∼ ε0 all the conditions reduce to a
smallness condition on ε0 in terms of K0. If G0 or R0 are large the problem gets more complicated, see also
Remark 2.22. Unfortunately this situation appears in many applications, for this reason we have not made
any simplifying assumption on the relative sizes.

As one sees in (2.54), the parameters G0, R0, ε0 give upper bounds on the size of G0,ΠN⊥G0,ΠXG0 w.r.t.
the parameter γ0. In applications G0, γ0 are essentially given so that the only hope of modulating the bounds
comes from modifying the domain Tds ×Da,p(r)×O0. To this purpose we first make the trivial remark that if
one shrinks to a suitably small neighborhood of zero then polynomials of high degree become very small. In
order to formalize this fact we define a scaling degree as follows.

s(θ) = 0 , s(y) = s , s(w) = 1.

Then given a monomial vector field this fixes the scaling as

s(yjeiθ·`wα∂v) = sj + |α| − s(v).

By construction the scaling is additive w.r.t. commutators and behaves just as the degree in Remark 3.2. We
have the following result.

Lemma 4.20. Consider a tame vector field F as in Definition 2.13 of minimal scaling s̄. Consider the
rescaling r0  δr0, r  δr. Then one has

C~v1,p(F ) ≤ δs̄C~v,p(F ), (4.48)

with ~v = (γ,O, s, a, r) and ~v1 = (γ,O, s, a, δr).
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This definition of scaling induces a natural scaling decomposition of a vector field. In particular we remark
that by construction N contains necessarily some terms of scaling zero, while X contains terms of negative
scaling. However one can fix the scaling so that R contains only terms of positive scaling. Hence by Lemma
4.20 terms of positive scaling can be made small. In conclusion given the constants Ḡ0, ε̄0, R̄0 in a ball r̄0, one
can try to fulfill 2.44 by rescaling r0 = δr̄0. in this way R0 becomes smaller, G0 at best does not grow, while
ε0 necessarily grows. This procedure produces upper and lower bounds on δ.

Consider the decomposition in (4.16) where the degree is equal to the scaling. Then N contains only terms
of degree zero and hence G0 is scaling invariant. R contains only terms of positive degree so that rescaling
R0  δR̄0 at least. X has negative degree ≥ −2, hence ε0  δ−2ε̄0. As explained in Remark 2.22 constants
Ḡ0, ε̄0, R̄0 are expected to depend only on γ. Using the rescaling we have introduced the extra parameter δ,
which should be chosen in terms of γ in order to fulfill the conditions (2.44). Actually it can be useful to
make a finer analysis for ε̄0. Indeed one can bound separately the terms of degree −2,−1, 0 in ε̄0. Let us
denote them by ε̄(i)

0 , i = −2,−1, 0. Then ε0  
∑0
i=−2 δ

iε̄
(i)
0 , and hence the smallness conditions can be taken

asymetrically. The same holds for R0. This has been discussed with slightly different notation in [48].

5 Proof of the result

We divide the proof of Theorem 2.25 into two pieces: we first show one step in full details (this is the same
in both cases) and then we prove that it is indeed possible to perform infinitely many steps and that the
procedure converges.

5.1 The KAM step

Proposition 5.1. Let γ0, a0, r0, s0, ε0 and K0 be the constants appearing in Theorem 2.25. Fix γ, a, r, s ≥ 0
so that

γ0

2
≤ γ ≤ γ0,

a0

2
≤ a ≤ a0,

s0

2
≤ s ≤ s0,

r0

2
≤ r ≤ r0 (5.1)

and 0 < ρ < 1 such that

r − 8ρr0 >
r0

2
, if s0 6= 0 then s− 8ρs0 >

s0

2
, if a0 6= 0 then a− 8ρa0 >

a0

2
. (5.2)

Consider a vector field:
F : Tds ×Da,p+ν(r)×O0 → Va,p, (5.3)

which is Cn+2-tame up to order q = p2 + 2. Let N0 be the diagonal vector field appearing in Theorem 2.25 and
write F = N0 + (F − N0) = N0 + G. Set ~v = (γ,O, s, a, r), denote by O ⊆ O0 some set of parameters ξ for
which F (ξ) ∈ E and |ΠXG|~v,p2−1 ≤ CC~v,p2

(Π⊥NG) and define also

Γp := γ−1C~v,p(G), Θp := γ−1C~v,p(Π
⊥
NG), δ := γ−1|ΠXG|~v,p1

. (5.4)

Fix K > K0 and assume that
ρ−1Kµ+ν+3Γp1

δ ≤ ε (5.5)

with ε = ε(p1, d) small enough. Consider a map L compatible with (F,K,~v, ρ) (see Definition 2.24) and set

F̂ = N0 + Ĝ := (L)∗F .

Consider any O+ ⊆ O solving the homological equation for (F̂ ,K,~v0
2, ρ) and set

~wi = (γ,O+, s− iρs0, a− iρa0, r − iρr0),

~v0
i = (γ,O0, s− iρs0, a− iρa0, r − iρr0),

(5.6)
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for i = 1, . . . , 8. The following holds:

(i) there exists an invertible (see Def. 2.8) change of variables

Φ+ := 1+ f+ : Tds−4ρs0 ×Da−4ρa0,p(r − 4ρr0)×O0 −→ Tds−2ρs0 ×Da−2ρa0,p(r − 2ρr0), (5.7)

with f+ a regular vector field (see Def. 4.5) such that Φ+ is E preserving for all ξ ∈ O+ and is generated by a
vector field g+ which satisfies the bound

|g+|~w2,p1
≤ CΓp1

Kµδ

|g+|~w2,p2
≤ CKµ+1(Θp2 + ε0K

κ3Θp1 +Kα(p2−p1)δ(Γp2 + ε0K
κ3Γp1)) ;

(5.8)

(ii) fix s+, a+, r+ as
s+ = s− 8ρs0, a+ = a− 8ρa0, r+ = r − 8ρr0 (5.9)

then
F+ := (Φ+)∗F̂ = N0 +G+ : Tds+ ×Da+,p+ν(r+)×O0 → Va,p ; (5.10)

(iii) setting γ0/2 ≤ γ+ ≤ γ, ~v+ := (γ+,O+, a+, s+) = ~w8, F+ is tame and denoting the tameness constants as

Γ+,p := γ−1
+ C~v+,p(G+), Θ+,p := γ−1

+ C~v+,p(Π
⊥
NG+), δ+ := γ−1

+ |ΠXG+|~v+,p1

one can fix

Γ+,p1 =
γ

γ+
(1 + ε0K

−1)Γp1 + CKµΓp1δ(K
ν+1Γp1 + ε0K

−η) ,

Γ+,p2
= C
(

Γp2
+ ε0Γp1

Kκ3 + Γp1
Kµ+ν+2(Θp2

+ ε0K
κ3Θp1

+Kα(p−p1)δ(Γp2
+ ε0K

κ3Γp1
))
)
,

(5.11)

Θ+,p1
=

γ

γ+
(1 + ε0K

−1)Θp1
+ CKµΓp1

δ(Kν+1Γp1
+ ε0K

−η) ,

Θ+,p2 = C
(
Θp2 + ε0K

κ3Θp1 +Kµ+ν+2Γp1

(
Θp2 + ε0K

κ3Θp1 +Kα(p2−p1)δ(Γp2 + ε0K
κ3Γp1)

))
,

γ−1
+ |ΠX (G+)|~v+,p2−1 ≤ Θ+,p2

(5.12)

and
δ+ ≤ CΓp1

(
δ2Γ2

p1
K2µ+2ν+4 + δε0K

µ−η)+Kµ+ν+2−(p2−p1)
(
Θp2 + ε0K

κ3Θp1

)
+ Γp1

Kµ+ν+2−(p2−p1)
(
Θp2

+ ε0K
κ3Θp1

+Kα(p2−p1)δ(Γp2
+ ε0K

κ3Γp1
)
)
.

(5.13)

Proof. First of all we note that by the definition of L one has

F̂ : Tds−2ρs0 ×Da−2ρa0,p+ν(r − 2ρr0)×O0 → Va,p

and F̂ ∈ E for each ξ in O. By (2.51) we have

ΠX Ĝ = ΠX F̂ = ΠX (L)∗F = ΠX (L)∗ΠXF = ΠX (L)∗ΠXG ,

Π⊥N Ĝ = Π⊥N F̂ = Π⊥N (L)∗F = Π⊥N (L)∗Π
⊥
NF = Π⊥N (L)∗Π

⊥
NG .

Now since G is Cn-tame andN ,X have maximal degree ≤ n we have that the tameness constants of ΠNG,ΠRG
as well as |ΠXG| are controlled by the tameness constant of G .

By (2.50) we have the bounds

C~w2,p1
(Ĝ) ≤ C~v,p1

(G)(1 + ε0K
−1) ≤ γΓp1(1 + ε0K

−1) ,

C~w2,p2
(Ĝ) ≤ C~v,p2

(G) + ε0K
κ3C~v,p1

(G) ≤ γ(Γp2
+ ε0K

κ3Γp1
) ,

(5.14)
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C~w2,p1
(Π⊥N Ĝ) ≤ C~v,p1

(Π⊥NG)(1 + ε0K
−1) ≤ γΘp1

(1 + ε0K
−1) ,

C~w2,p2
(Π⊥N Ĝ) ≤ C~v,p2

(Π⊥NG) + ε0K
κ3C~v,p1

(Π⊥NG) ≤ γ(Θp2
+ ε0K

κ3Θp1
) ,

(5.15)

and
C~w2,p1

(ΠX Ĝ) ≤ C~v,p1
(ΠXG)(1 + ε0K

−1) ≤ 2γδ ,

C~w2,p2
(ΠX Ĝ) ≤ C~v,p2

(ΠXG) + ε0K
κ3C~v,p1

(ΠXG) ≤ γ(Θp2
+ ε0K

κ3Θp1
) ,

|ΠX Ĝ|~w2,p2−1 ≤ γ(Θp2
+ ε0K

κ3Θp1
).

(5.16)

Our aim is to define for ξ ∈ O+ a vector field g+ as the “approximate” solution of the equation

ΠKΠX [g+,Π
⊥
X F̂ ] = ΠKΠX F̂ . (5.17)

By Definition, if ξ ∈ O+ then we can find g+ satisfying properties (a),(b),(c),(d) of Definition 2.23.
By (2.46) one gets

|g+|~w2,p ≤Cγ−1Kµ(|ΠKΠX Ĝ|~w2,p +Kα(p−p1)|ΠKΠX Ĝ|~w2,p1
γ−1C~w2,p(Ĝ)) (5.18)

and hence, using (5.14),(5.16) and (2.32) we have (5.8) Moreover, by condition (a) of Definition 2.23, one has
g+ ∈ BE for ξ ∈ O+ and |g+|~v02 ,p1

≤ C|g+|~w2,p1
.

Now, if ε in (5.5) is small enough, by Definition 2.18 item 5, g+ generates a change of variables Φ+ =
1 + f+and |f+|~v03 ,p ≤ 2|g̃+|~v02 ,p. Finally, for possibly smaller ε one has (5.7), by using Definition 2.18 item 4.
Note that the smallness conditions on ε come only from this two conditions.

First we note that, since N0 is diagonal (recall Definition 2.20), one has

G+ := (Φ+)∗N0 + (Φ+)∗Ĝ−N0 =

ˆ 1

0

dt (Φ+)t∗[g+, N0] + (Φ+)∗Ĝ

=

ˆ 1

0

dt(Φ+)t∗ΠKΠX [g+, N0 + Π⊥X Ĝ]−
ˆ 1

0

dt(Φ+)t∗ΠKΠX [g+,Π
⊥
X Ĝ] + (Φ+)∗Ĝ

=

ˆ 1

0

dt(Φ+)t∗(ΠKΠX Ĝ+ u)−
ˆ 1

0

dt(Φ+)t∗ΠKΠX [g,Π⊥X Ĝ] + (Φ+)∗Ĝ

(5.19)

where
u := ΠKΠX [g+, N0 + Π⊥X Ĝ]−ΠKΠX Ĝ (5.20)

and u in (5.20) satisfies (2.47), so by applying (5.14) and (5.16), we get

|u|~w2,p1
≤ Cγε0Γp1

K−η+µδ

|u|~w2,p2
≤ CγKµ+1

(
(Θp2

+ ε0K
κ3Θp1

)Γp1
+Kα(p2−p1)δ(Γp2

+ ε0K
κ3Γp1

)
)

;
(5.21)

Regarding the first summand of (5.19), using Lemma B.3, we have

C~w8,p1

(ˆ 1

0

dtΦt∗(ΠKΠX Ĝ+ u)

)
(5.21),(5.5)
≤ γCδ(1 + γε0Γp1K

−η+µ) (5.22)

Moreover

C~w8,p2

(ˆ 1

0

dtΦt∗(ΠKΠX Ĝ+ u)

)
≤ (1 + ρ)(C~w6,p2

(ΠX Ĝ+ u) + C~w6,p1
(ΠX Ĝ+ u)|f+|~w7,p2+ν+1)

(2.47),(2.42),(5.5)
≤ CγKµ+1

(
(Θp2

+ ε0K
κ3Θp1

)Γp1
+Kα(p2−p1)δ(Γp2

+ ε0K
κ3Γp1

)
)
.

(5.23)
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The second term of (5.19) can be estimated as follows. First we note that, since Ĝ is Cn+2-tame up to
order11 q + 1, then the vector field ΠKΠX [g+,Π

⊥
X Ĝ] is Cn+1-tame up to order q. This implies, due to the

presence of the projection onto X , that it is indeed Ck-tame for all k. The tameness constant is given by

C~w8,p(ΠKΠX [g+,Π
⊥
X Ĝ])

(2.34)
≤ KC~w8,p−1(ΠX [g+,Π

⊥
X Ĝ])

≤ CKν+1(|g+|~w8,pC~w8,p0
(Π⊥X Ĝ) + |g+|~w8,p0

C~w8,p(Π
⊥
X Ĝ))

rmkB.2
≤ CKν+1(|g+|~w8,pC~w8,p0

(Ĝ) + |g+|~w8,p0
C~w8,p(Ĝ)),

(5.24)

hence, by (5.14) and (5.8), we have

C~v+,p1
(ΠKΠX [g+,Π

⊥
X Ĝ]) ≤ γCΓ2

p1
Kµ+ν+1δ , (5.25)

C~v+,p2
(ΠKΠX [g+,Π

⊥
X Ĝ])≤CγKµ+ν+2Γp1

(
(Θp2 + ε0K

κ3Θp1 +Kα(p2−p1)δ(Γp2 + ε0K
κ3Γp1)

)
. (5.26)

Therefore using Lemma B.3 we have

C~w8,p1
(

ˆ 1

0

dt(Φ+)t∗ΠKΠX [g+,Π
⊥
X Ĝ]) ≤ γCΓ2

p1
Kµ+ν+1δ (5.27)

and

C~w8,p2
(

ˆ 1

0

dt(Φ+)t∗ΠKΠX [g+,Π
⊥
X Ĝ]) ≤ γCKµ+ν+2Γp1

(
Θp2

+ ε0K
κ3Θp1

+Kα(p2−p1)δ(Γp2 + ε0K
κ3Γp1)

) (5.28)

by (5.5).
Finally, again by Lemma B.3, we estimate the third summand in (5.19) as

C~w8,p1
(Φ∗(Ĝ))

(5.14),(5.8)
≤ γΓp1(1 + CδΓp1K

µ)(1 + ε0K
−1) (5.29)

and

C~w8,p2
((Φ+)∗Ĝ) ≤ (1 + c−1|f+|~w7,p1

)
(
C~w6,p2

(Ĝ) + C~w6,p1
(Ĝ)|f+|~w7,p2+ν+1

)
(5.14),(5.8)
≤ γC

(
Γp2

+ ε0K
κ3Γp1

+ Γp1
Kµ+ν+2(Θp2

+ ε0K
κ3Θp1

+Kα(p−p1)δ(Γp2
+ ε0K

κ3Γp1
))
)
.

(5.30)

The bounds (5.11) follow by collecting together (5.22), (5.23), (5.27),(5.29) and (5.30).
Let us study Θ+,p. First of all we see that

Π⊥NG+ = Π⊥NF+ = Π⊥N (Φ+)∗F̂ = Π⊥N

(
(Φ+)∗N0 + (Φ+)∗(ΠN Ĝ) + (Φ+)∗(Π

⊥
N Ĝ)

)
. (5.31)

In order to estimate the first term Π⊥N (Φ+)∗N0, we first note that

Π⊥N (Φ+)∗N0 = Π⊥N ((Φ+)∗N0 −N0) = Π⊥N

ˆ 1

0

dt (Φt+)∗[g+, N0] = Π⊥N

ˆ 1

0

dt (Φt+)∗(ΠKΠX [g+, N0])

= Π⊥N

(ˆ 1

0

dt(Φ+)t∗ΠKΠX [g+, N0 + Π⊥X Ĝ]−
ˆ 1

0

dt(Φ+)t∗ΠKΠX [g+,Π
⊥
X Ĝ]

)
,

(5.32)

11due to the truncation ΠK
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substituting (5.20) and using Remark B.2 in order to remove the projection we have

C~w8,p1
(Π⊥N (Φ+)∗N0)

(5.22),(5.27)
≤ CγKµΓp1

δ(Kν+1Γp1
+ ε0K

−η) ,

C~w8,p2
(Π⊥N (Φ+)∗N0)

(5.23),(5.27)
≤ CγKµ+ν+2Γp1

(
Θp2

+ ε0K
κ3Θp1

+Kα(p−p1)δ(Γp2
+ ε0K

κ3Γp1
)
)
.

(5.33)

In order to bound the second summand we use Lemma B.6 with U = N and obtain

C~w8,p1
(Π⊥N (Φ+)∗(ΠN Ĝ)) ≤ C|f+|~w6,p1+ν+1C~w6,p1

(ΠN Ĝ)
rmkB.2
≤ C|f+|~w6,p1+ν+1C~w6,p1

(Ĝ)

(5.14)
≤ γCKµ+ν+1δΓ2

p1
,

(5.34)

and

C~w8,p2
(Π⊥N (Φ+)∗(ΠN Ĝ)) ≤ C

(
C~w2,p2

(Ĝ)|f+|~w6,p1
+ C~w2,p1

(Ĝ)|f+|~w6,p2

)
(5.14)

≤ γCΓp1K
µ+1(Θp2 + ε0K

κ3Θp1 +Kα(p−p1)δ(Γp2 + ε0K
κ3Γp1))

(5.35)

Regarding the third summand, using Remark B.2, Lemma B.3 and (5.15) we obtain

C~w8,p1
(Π⊥N (Φ+)∗(Π

⊥
N Ĝ))

(5.8)
≤ γ(1+CΓp1

Kµδ)(1 + ε0K
−1)Θp1

,

C~w8,p2
(Π⊥N (Φ+)∗(Π

⊥
N Ĝ))

(5.8)
≤ Cγ(Θp2

+ ε0K
κ3Θp1

)+

+ CγKµ+ν+2Θp1

(
Θp2 + ε0K

κ3Θp1 +Kα(p−p1)δ(Γp2 + ε0K
κ3Γp1)

)
.

(5.36)

By collecting together (5.33), (5.34), (5.35) and (5.36) we obtain the first two lines of (5.12). In order to
prove the last of (5.12) we use item (d) of Definition 2.23. Indeed we substitute (5.8) ,(5.14) and (5.15) in
(2.48) and we obtain the desired bound.

In order to prove the bound for δ+ we first write

ΠXG+ = ΠX (F̂ + [F̂ , g+] +Q), Q := (Φ+)∗F̂ − (F̂ + [F̂ , g+]) (5.37)

and hence

ΠXG+ = ΠX F̂ + ΠX [Π⊥X F̂ , g+] + ΠX [ΠX F̂ , g+] + ΠXQ

= u+ Π⊥K

(
ΠX Ĝ+ ΠX [Π⊥X Ĝ, g+] + ΠX [ΠX Ĝ, g+]

)
+ ΠKΠX [ΠX Ĝ, g+] + ΠXQ

= u+ Π⊥K

(
ΠX Ĝ+ ΠX [Ĝ, g+]

)
+ ΠKΠX [ΠX Ĝ, g+] + ΠXQ

(5.38)

where u is defined in (5.20) and bounded in (5.21).
The second summand in (5.38) can be bounded as

|Π⊥K
(

ΠX Ĝ+ ΠX [Ĝ, g+]
)
|~w8,p1

(2.33)
≤ K−(p2−p1)+2|ΠX Ĝ+ ΠX [Ĝ, g+])|~w6,p2−2

(5.16),(2.46)

≤ CγK−(p2−p1)+ν+µ+2Γp1
(Θp2

+ ε0K
κ3Θp1

+Kα(p2−p1)δ(Γp2
+ ε0K

κ3Γp1
))

+ CγK−(p2−p1)+2(Θp2 + ε0K
κ3Θp1).

(5.39)

We can choose the tameness constant of the third summand in (5.38) as follows

C~w8,p1
(ΠKΠX [ΠX F̂ , g+])

(2.34)
≤ KC~w8,p1−1(ΠKΠX [ΠX F̂ , g+])

(B.1)
≤ CKν+1C~w8,p1

(ΠX F̂ )|g+|~w8,p1

(5.16),(5.8)
≤ γCKµ+ν+1Γp1

δ2 .

(5.40)
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Finally we deal with the last summand in (5.38) as follows. Using Remark B.5 and Definition 2.20 one can
reason as in (5.19) and write

ΠXQ = ΠX

(ˆ 1

0

dt

ˆ t

0

ds(Φ+)s∗

([
g+, [g+, Ĝ]

]
+
[
g+,ΠKΠX (F̂ + u− [g+,Π

⊥
X Ĝ])

]))
. (5.41)

Regarding the first summand in (5.41) one uses (B.12b) and obtains

C~w8,p1

(
ΠX

ˆ 1

0

ds

ˆ t

0

ds(Φ+)s∗

([
g+, [g+, Ĝ]

]))
≤ C~w6,p1+2(Ĝ)|g+|~w6,p1

|g+|~w6,p1+ν+2

(5.8)

≤ CKν+2+2µΓ2
p1
δ2
(
C~w6,p1+2(ΠKĜ) + C~w6,p1+2(Π⊥KĜ)

)
(5.14)

≤ Cγδ2Γ2
p1
Kν+2µ+4

(
Γp1

+K−(p2−p1)(Γp2
+ ε0K

κ3Γp1
)
)
.

(5.42)

Again we are using the fact that G is Cn+2-tame to infer that the double commutator is Cn-tame, and then
the projection onto X in order to recover the Ck-tameness for all k. Regarding the second summand in (5.41),
since each term is a polynomial in E(K), using Lemmata B.3, B.1-(iii) and the bounds (5.22), (5.25) we obtain

C~w8,p1
(

ˆ 1

0

ˆ t

0

(Φ+)s∗[g+,ΠKΠX (F̂ + u− [g+,Π
⊥
X Ĝ])]) ≤

≤ C|g+|~w6,p1+1C~w6,p1+ν+1(ΠKΠX (F̂ + u− [g+,Π
⊥
X Ĝ]))

≤ CγK2µ+2ν+4Γ3
p1
δ2 .

(5.43)

Therefore, collecting together (5.43) and (5.42) we obtain

C~v+,p1
(ΠXQ) ≤ Cγδ2Γ2

p1
K2µ+2ν+4

(
Γp1

+K−(p2−p1)(Γp2
+ ε0K

κ3Γp1
)
)
. (5.44)

In conclusion one has

C~v+,p1
(ΠXF+) ≤ CγΓp1

Kµ+ν+1
(
δ2Γp1

Kµ+ν+3
(
Γp1

+K−(p2−p1)(Γp2
+ ε0K

κ3Γp1
)
)
+

K−(p2−p1)(Θp2
+ ε0K

κ3Θp1
+Kα(p2−p1)δ(Γp2

+ ε0K
κ3Γp1

)
)

+ Γp1
δε0K

−η+µ.
(5.45)

Recalling that the norm | · |~v+,p1
is the sharp tameness constant (see (2.31)), then (5.45) implies the bound

(5.13) since δΓp1
Kµ+ν+3 ≤ 1 by (5.5).

5.2 Proof of Theorem 2.25: iterative scheme.

We now prove Theorem 2.25 by induction on n. The induction basis is trivial with g0 = 0. Assuming (2.56)
up to n we prove the inductive step using the “KAM step” of Proposition 5.1. First of all we ensure that

ρ−1
n Kµ+ν+3

n Γn,p1
δn ≤ c, (5.46)

which, by the inductive hypothesis and (2.52) reads

2n+9K
(µ+ν+3−κ2)χn

0 G0ε0K
κ2
0 ≤ c; (5.47)

this is true because by (2.42b) and the fact that K0 is large enough depending on χ, d, p0, the left hand side
(5.47) is decreasing in n so that (5.46) follows form

Kµ+ν+4
0 G0ε0 < 1

44



which is indeed implied by (2.44a) because G0 ≥ R0.
Hence we can apply the “KAM step” to Fn := (Φn ◦ Ln)∗Fn−1 ∈ W~v0n,p2

which is a Cn+2-tame up to
order q = p2 + 2. We fix (Kn, γn, an, sn, rn, ρn,On)  (K, γ, a, s, r, ρ,O), Γn,p  Γp, Θn,p  Θp, δn  δ,
(γn+1, an+1, sn+1, rn+1, ρn+1,On+1) (γ+, a+, s+, r+, ρ+,O+). The KAM steps produces a bounded regular
vector field gn+1 and a left invertible change of variables Φn+1 = 1+fn+1 such that Fn+1 := (Φn+1 ◦Ln)∗Fn ∈
W~v0n+1,p2

is Cn+2-tame up to order q = p2 +2. We now verify that the bounds (2.56) hold with Γn+1,p  Γ+,p,
Θn+1,p  Θ+,p, , δn+1  δ+.

Let us prove (i). By substituting into (5.8) we immediately obtain the bounds for gn+1 of (2.56).
Now we recall that, by definition

γn
γn+1

= 1 +
1

2n+3 − 1
.

We use (5.11) together with the inductive hypotheses to obtain

Γn+1,p1 ≤
(

1 +
1

2n+3 − 1

)
Gn + 2ε0K

−1
n G0 + CKµ−κ2

n G0ε0K
κ2
0 (Kν+1

n G0 + ε0K
−η
n ) ≤ Gn+1 ,

which follow by requiring

max(2nK−1
n ε0, 2

nKµ+ν+1−κ2
n Kκ2

0 G0ε0, 2
nK−η−κ2+µ

n Kκ2
0 ε0) ≤ c ,

and as before this follows by (2.42c) and (2.44a).
Regarding Θn+1,p1 , using (5.12) we get

Θn+1,p1
≤
(

1 +
1

2n+3 − 1

)
Rn + 2ε0K

−1
n R0 + CKµ+ν+1−κ2

n G2
0ε0K

κ2
0 +K−η−κ2+µ

n G0ε
2
0K

κ2
0 ≤ Rn+1.

which again follows from (2.42c) and (2.44a).
For δn+1  δ+, we apply (5.13) and get

δn+1 ≤CG0

(
ε2

0K
κ2
0 (G2

0K
κ2
0 K2µ+2ν+4−2κ2

n +Kµ−η−κ2
n )+

(Kκ1
n + ε0K

κ3
n )(R0K

µ+ν+1−∆p
n + ε0K

κ2
0 G0K

µ+ν+1−(1−α)∆p−κ2
n )

)
+ (Kκ1

n + ε0K
κ3
n )R0K

−∆p+1
n ≤ ε0K

κ2
0 K−χκ2

n

which follows by (2.42b), (2.42c), (2.42d), (2.44a) and (2.44b).
Regarding Γn+1,p2

, by (5.11) we get

Γn+1,p2 ≤ CG0(Kκ1
n + ε0K

κ3
n )
(

1 +Kµ+ν+2
n (R0 +Kα∆p−κ2

n ε0K
κ2
0 G0)

)
≤ G0K

χκ1
n

which follows by (2.42a), (2.42e) and (2.44c).
Finally, by (5.12)

Θn+1,p2
≤ CR0(Kκ1

n + ε0K
κ3
n ) + CKµ+ν+2

n (Kκ1
n + ε0K

κ3
n )G0

(
R0 +Kα∆p−κ2

n ε0K
κ2
0 G0

)
≤ R0K

χκ1
n

which follows again by (2.42a), (2.42e) and (2.44c).

We now prove (ii). Setting ~w4,n = (γn,On+1, sn − 4ρns0, an − 4ρna0, rn − 4ρnr0), we prove inductively

‖(Hn+1 − 1)(u)‖~w4,n,p1
≤ ε0

n+1∑
k=0

1

2k
. (5.48)

Note that the choice of ~w4,n (5.48) is consistent with the fact that Fn := (Hn)∗F0 is defined on the domain

Tdsn ×Dan,p(rn) .
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For n = −1 this is obvious. Then by induction we have

‖(Hn+1 − 1)(u)‖~w4,n,p1
≤ ‖(Hn − 1)(u)‖~w4,n,p1

+ ‖fn+1(Ln+1 ◦ Hn(u))‖~w4,n,p1
+ ‖(Ln+1 − 1)Hn(u)‖~w4,n,p1

(5.48),(2.49)

≤ ε0

n∑
k=0

1

2k
+ 2|gn+1|~w4,n,p1

‖Ln+1 ◦ Hn(u)‖~w4,n,p1
+ Cε0K

−1
n ‖Hn(u)‖~w4,n,p1

(5.8)

≤ ε0

n∑
k=0

1

2k
+Kκ2

0 ε0G0K
−κ2+µ+1
n + 2Cε0K

−1
n

(2.52)
≤ ε0

( n∑
k=0

1

2k
+

1

2n+1

)
(5.49)

for K0 large enough. Moreover as before

‖(Hn+1 −Hn)u‖~w4,n,p1
≤ ‖(Ln+1 − 1)Hn(u)‖~w4,n,p1

+ ‖fn+1(Ln+1 ◦ Hn)(u)‖~w4,n,p1
≤ ε02−(n+1) (5.50)

which implies that the sequence Hn is Cauchy and therefore there exists a limit map H∞ = limn→∞Hn.
Moreover

‖(H∞ − 1)(u)‖γ∞,O∞, s02 , a02 ,p1
≤ ‖(H1 − 1)(u)‖γ∞,O∞, s02 , a02 ,p1

+
∑
n≥2

‖(Hn −Hn−1)(u)‖γ∞,O∞, s02 , a02 ,p1

≤ 2ε0 ,

(5.51)

so that for ε0 small enough also (2.57) holds. We are left with the proof of (2.58). By definition the limit
vector field is

F∞ := lim
n→∞

Fn, Fn := (Φn ◦ Ln)∗Fn−1. (5.52)

On the other hand we have
F∞ := (H∞)∗F0

We want to prove that F∞ = F∞; setting Fn := (Hn)∗F0 we show inductively that Fn = Fn for any n ≥ 1.
For n = 1 one has H1 = Φ1 ◦ L1 and hence F1 = F1. Now assume that Fn−1 = Fn−1. By definition one has

Hn = Kn ◦ Hn−1 := (Φn ◦ Ln) ◦ Hn−1, H−1
n = H−1

n−1 ◦ K−1
n .

Hence we have
Fn −Fn = (Kn)∗Fn−1 − (Hn)∗F0 = dKnFn−1 ◦ K−1

n − dHnF0 ◦ H−1
n

= dKnFn−1 ◦ K−1
n − dKndHn−1F0 ◦ H−1

n−1 ◦ K−1
n

= dKn(Fn−1 − dHn−1F0 ◦ H−1
n−1) ◦ K−1

n = 0.

(5.53)

This concludes the proof of Theorem 2.25.

A Smooth functions and vector fields on the torus

Here we provide some technical results.
The following one is a general result about smooth maps on the torus. First of all, for any p ≥ 0 and ζ ≥ 0

we denote as usual

Hp(Tbs;C) :=
{
u =

∑
l∈Zb

ule
il·θ : ‖u‖2s,p :=

∑
l∈Zb
〈l〉2p|ul|2e2s|l| <∞

}
, (A.1)

the space of functions which are analytic on the strip Tbs, Sobolev on its boundary, and have Fourier coefficients
ul. By Cauchy formula for analytic complex functions we have that this u is uniquely determined by the values
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that assume on the edge of the domain i.e z = x± iσs where σ ∈ {±1}b. We can define a natural norm using
the Sobolev norm of the function on the boundary

|u|2s,p :=
∑

σ∈{±1}b

ˆ
Tb
〈∇〉2p|u(x+ iσs)|2 (A.2)

Using the Fourier basis it reads
|u|2s,p :=

∑
σ∈{±1}b

∑
l∈Zb
〈l〉2p|ul|2e−2sσ·l .

Lemma A.1. The norm | · |s,p and
‖u‖2s,p :=

∑
l∈Zb
〈l〉2p|ul|2e2s|l| (A.3)

are equivalent.

The following Lemma lists some important properties of Sobolev spaces Hs := Hs(Tb;C) with norm

‖u‖2s :=
∑
l∈Zb
〈l〉2p|ul|2.

The same results holds also for our analytic norm in (A.1). The proof of the Lemma is classical.

Lemma A.2. Let s0 > d/2. Then

(i) Embedding. ‖u‖L∞ ≤ C(s0)‖u‖s0 , ∀ u ∈ Hs0 .

(ii) Algebra. ‖uv‖s0 ≤ C(s0)‖u‖s0‖v‖s0 , ∀ u, v ∈ Hs0 .

(iii) Interpolation. For 0 ≤ s1 ≤ s ≤ s2, s = λs1 + (1− λ)s2,

‖u‖s ≤ ‖u‖λs1‖u‖
1−λ
s2 , ∀ u ∈ Hs2 . (A.4)

(iv) Asymmetric tame product. For s ≥ s0 one has

‖uv‖s ≤ C(s0)‖u‖s‖v‖s0 + C(s)‖u‖s0‖v‖s, ∀ u, v ∈ Hs. (A.5)

(vi) Mixed norms asymmetric tame product. For s ≥ 0, s ∈ N setting |u|∞s :=
∑
|α|≤s ||Dαu||L∞ the

norm in W s,∞ one has

‖uv‖s ≤
3

2
‖u‖L∞‖v‖s + C(s)|u|s,∞‖v‖0,∀ u ∈W s,∞, v ∈ Hs. (A.6)

If u := u(λ) and v := v(λ) depend in a Lipschitz way on λ ∈ Λ ⊂ Rb, all the previous statements hold if
one replace the norms ‖ · ‖s, | · |∞s with ‖ · ‖s,λ, | · |∞s,λ defined as in (2.21).

We now introduce the space

W p,∞(Tbζ) :=
{
β : Tbζ → Tbζ : |β|p,ζ,∞ :=

p∑
k=0

‖dkβ‖L∞(Tbζ) <∞
}
, (A.7)

and note that one has Hζ,p+p0(Tbζ) ⊂W p,∞(Tbζ).

47



Lemma A.3 (Diffeo). Let β ∈W p,∞(Tbζ) for some p, ζ ≥ 0 such that

‖β‖ζ,p0 ≤
δ

2C1
, ‖β‖ζ,p0 ≤

1

2C2
, 0 < δ <

ζ

2
, C1, C2 > 0, (A.8)

and let us consider Φ : Tbζ → Tb2ζ of the form

x 7→ x+ β(x) = Φ(x). (A.9)

Then the following is true.
(i) There exists Ψ : Tbζ−δ → Tbζ of the form Ψ(y) = y + β̃(y) with β̃ ∈W p,∞(Tbζ−δ) satisfying

‖β̃‖ζ−δ,p0
≤ δ

2
, ‖β̃‖ζ−δ,p ≤ 2‖β‖ζ,p , (A.10)

such that for all x ∈ Tbζ−2δ one has Ψ ◦ Φ(x) = x.

(ii) For all u ∈ Hζ,p(Tbζ), the composition (u ◦ Φ)(x) = u(x+ β(x)) satisfies

‖u ◦ Φ‖ζ−δ,p ≤ C(‖u‖ζ,p + |dβ|p−1,ζ,∞‖u‖ζ,p0
). (A.11)

Proof. For ζ = 0 the result is proved in [38] thus in the following we assume ζ > 0.
(i) First of all recall that, if p0 ≥ b/2 then ‖u‖L∞ ≤ ‖u‖ζ,p0 . We look for β̃ such that

β̃(y) = −β(y + β̃(y)). (A.12)

The idea is to rewrite the problem as a fixed point equation. We define the operator G : Hζ,p → Hζ,p as
G(β̃) = −β(y + β̃). First of all we need to show that G maps the ball Bδ/2 := {‖u‖ζ−δ,p < δ/2} into itself.

One has

‖G(β̃)‖ζ−δ,p0
=

∥∥∥∥∥∥
∑
n≥0

1

n!
(∂nβ)β̃n

∥∥∥∥∥∥
ζ−δ,p0

≤
∑
n≥0

1

n!
‖β‖ζ−δ,p0+n‖β̃‖nζ−δ,p0

, (A.13)

where ∂β denotes the derivative of β w.r.t. its argument. Note that for any u ∈ Hζ+δ,s and τ > 0 one has

‖u‖ζ,s+τ ≤
(τ
e

)τ 1

δτ
‖u‖ζ+δ,s ; (A.14)

indeed
‖u‖2ζ,p+τ =

∑
l∈Zb
〈l〉2(p+τ)e2ζ|l||ul|2 ≤

∑
l∈Zb
〈l〉2p|l|2τe−2δ(|l|)e2(ζ+δ)|l||bl|2 ,

and the function f(x) := x2τe−2δx reach its maximum at x = τ/δ and f(τ/δ) = (τ/δe)2τ , so that (A.14)
follows. Then using (A.14) and the fact that n! = (1/

√
2πn)(n/e)n(1 +O(1/n)) as n→∞, we obtain

‖G(β̃)‖ζ−δ,p0
≤
∑
n≥0

1

n!

(n
e

)n 1

δn
‖β‖ζ,p0

‖β̃‖nζ−δ,p0
≤ ‖β‖ζ,p0

∑
n≥0

C

(
‖β̃‖ζ−δ,p0

δ

)n

≤ 2C‖β‖ζ,p0

(A.8)

≤ δ

2
.

(A.15)

48



Finally we show that G is a contraction. One has

‖G(β̃1)− G(β̃2)‖ζ−δ,p =

∥∥∥∥∥∥
∑
n≥1

1

n!
(∂nβ)β̃n1 −

∑
n≥1

1

n!
(∂nβ)β̃n2

∥∥∥∥∥∥
ζ−δ,p

=

∥∥∥∥∥∥
∑
n≥1

1

n!
(∂nβ)(β̃1 − β̃2)

(
n−1∑
k=0

β̃k1 β̃
n−1−k
2

)∥∥∥∥∥∥
ζ−δ,p

≤ ‖β̃1 − β̃2‖ζ−δ,p
∑
n≥1

1

n!

(n
e

)n 1

δn
‖β‖ζ,p‖

n−1∑
k=0

‖β̃1‖kζ−δ,p‖β̃2‖n−1−k
ζ−δ,s

≤ ‖β̃1 − β̃2‖ζ−δ,pC2‖β‖ζ−δ,p
(A.8)

≤ 1

2
‖β̃1 − β̃2‖ζ−δ,p .

(A.16)

Then we deduce that there exists a unique fixed point in Bδ/2, hence a solution of the equation (A.11).
(ii) One can follow almost word by word the proof of Lemma 11.4 in [38] using the norm (A.2) instead of
(A.3) and the interpolation properties of the W p,∞(Tbζ)-norms.

Remark A.4. Note that by Lemma A.1, one has

‖f (θ)(θ, y, w)‖s,a,p ≈
1

s0
max

1≤i≤d

∑
σ∈{±1}d

‖f (θi)(Re(θ) + iσs)‖Hp ,

‖f (y)(θ, y, w)‖s,a,p ≈
1

rs0

d1∑
i=1

∑
σ∈{±1}d

‖f (yi)(Re(θ) + iσs)‖Hp ,

‖f (w)(θ, y, w)‖s,a,p ≈
1

r0

∑
σ∈{±1}d

(
‖fp0(Re(θ) + iσs)‖Hp(Tds) + ‖fp(Re(θ) + iσs)‖Hp0 (Tds)

)
where fp(θ) is defined as in (2.12). In particular this means that for all s ≥ 0, a ≥ 0 and p ≥ p > n/2 one
has the standard algebra, interpolation and tame properties w.r.t. composition with functions in Hp(Tds); see
for instance [25, 40, 41, 28] just to mention a few.

From Lemma A.3 and Remark A.4 above we deduce the following result.

Lemma A.5. Given a tame vector field f ∈ V~v,p with scale of constants Cp(f) of the form (2.14) and given
a map Φ(θ) = θ + β(θ) : Tds′ → Tds as in (A.9) with b = d and ζ = s, then the composition f ◦ Φ is a tame
vector field with constant

Cp(f ◦ Φ) ≤ Cp(f) + Cp0
(f)‖β‖s,p+ν+3. (A.17)

Moreover if f is a regular vector field, i.e. it satisfies (4.17), then

|f ◦ Φ|~v1,p ≤ |f |~v,p + |f |~v,p0
‖β‖s,p+ν+3. (A.18)

where ~v1 = (λ,O, s′, a).

Proof. By Lemma A.3 one has that if ‖β‖s,p1
is sufficiently small, then the vector field f ◦ Φ is defined on

Tds−ρs0 ×Da,p(r− ρr0). Lemma A.3 guarantees that for a function u(θ) ∈ C the estimate (A.11) holds. Hence
also the components f (v)(θ, y, w) for v = θ, y satisfy the same bounds (recall that for the norm (2.7) y, w are
parameters). Let us study the composition of f (w)(θ + β(θ), y, w). By Remark 2.4 one has

‖f (w)‖s,a,p =
1

r0
(‖fp0

‖s,p + ‖fp‖s,p0
).

Now fp : Tds → C and hence we can apply Lemma A.3 to obtain the result. The bounds on the derivatives
follow in the same way.
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B Properties of Tame and regular vector fields

We now discuss the main properties of Ck-tame and regular vector fields; in particular we need to control the
changes in the tameness constants when conjugating via changes of variables generated by regular bounded
vector fields.

Lemma B.1. Consider any two Ck-tame vector fields F,G ∈ W~v,p, then the following holds.

(i) For l = 1, . . . , d one has that ∂θlF is a Ck-tame vector field up to order q − 1 with tameness constants
C~v,p+1(F ).

(ii) For l = 1, . . . , d one has that ∂ylF, dwF [w] are Ck−1-tame vector fields up to order q with tameness
constants C~v,p(F ). for any h ≥ 0.

(iii) The commutator [G,F ] is a Ck−1-tame vector field up to order q − 1 with scale of constants

C~v,p([G,F ]) ≤ C(C~v,p+νG+1(F )C~v,p0+νF+1(G) + C~v,p0+νG+1(F )C~v,p+νF+1(G)), (B.1)

where νF , νG are the loss of regularity of F , G respectively.

(iv) If F is a polynomial of maximal degree k in y, w then it is C∞-tame up to order q.

Proof. Let us check item (i). We consider a map Φ := 1+ f as in Definition 2.13. Recall that ‖f‖s,a,p1
< 1/2.

One has that

‖(∂θF ) ◦ Φ‖s,a,p ≤ ‖∂θ(F ◦ Φ)‖s,a,p + ‖(∂θF ) ◦ Φ · ∂θf‖s,a,p
≤ ‖∂θ(F ◦ Φ)‖s,a,p + ‖(∂θF ) ◦ Φ‖s,a,p‖∂θf‖s,a,p0 + ‖(∂θF ) ◦ Φ‖s,a,p0‖∂θf‖s,a,p.

(B.2)

Now, for p = p0, by (B.2) one gets

(
1− 2‖∂θf‖s,a,p0

)
‖(∂θF ) ◦ Φ‖s,a,p0

≤ ‖∂θ(F ◦ Φ)‖s,a,p0

(T1)

≤ Cs,a,p+1(F )(1 + ‖Φ‖s,a,p0
), (B.3)

hence, for p > p0 one has

‖(∂θF ) ◦ Φ‖s,a,p ≤ c(Cs,a,p+1(F ) + Cs,a,p0
(F )‖Φ‖s,a,p+1), (B.4)

for some c independent of p. Equation (B.4) implies property (T1) for the vector field (∂θF )(θ, y, w). Clearly
it holds for p ≤ q−1. The other bounds follows similarly. Finally items (ii), (iii), (iv) follow by the definitions.

Remark B.2. For k ≥ 0 and any v ∈ V, v1, . . . , vk ∈ U consider any monomial subspace V(v,v1,...,vk) as in
(2.23). Then for all Ck-tame vector fields F one has that ΠV(v,v1,...,vk)F is C∞-tame (up to the same order as
F ) and one can choose the constant as C~v,p(ΠV(v,v1,...,vk)F ) = C~v,p(F ). The same holds for the direct sum U
of a finite number of monomial spaces and their orthogonal, namely one can chose

C~v,p(ΠUF ) = C~v,p(F ), C~v,p(Π
⊥
UF ) = C~v,p(F ) .

Lemma B.3 (Conjugation). Consider a tame left invertible map Φ = 1 + f with tame inverse Ψ = 1 + h
as in Definition 2.8 such that (2.18) holds. Assume that p1 ≥ p0 + ν + 1 and the fields f, h are such that
C~v,p1

(f) = C~v,p1
(h) ≤ cρ for ρ > 0 and c the same appearing in Remark 2.7 12. For any vector field

F : Tds ×Da,p+ν(r)×O → Va,p, (B.5)
12By Remark 2.7 the smallness of the constants C~v,p1 (f), C~v,p1 (h) automatically implies that Φ,Ψ satisfy (2.17).
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which is Ck–tame up to order q, one has that the push–forward

F+ := Φ∗F : Tds−2ρs0 ×Da,p+ν(r − 2ρr0)×O → Va−2ρa0,p (B.6)

is Ck–tame up to order q − ν − 1, with scale of constants

C~v2,p(F+) ≤ (1 + ρ)
(
C~v,p(F ) + C~v,p0

(F )C~v1,p+ν+1(f)
)
, (B.7)

where ~v := (λ,O, s, a, r), ~v1 := (λ,O, s− ρs0, a− %a0, r − ρr0) and ~v2 := (λ,O, s− 2ρs0, a− 2%a0, r − 2ρr0).

Proof. By (2.19) the vector field F+ is defined in Ts−2ρs0 × Da,p(r − 2ρr0) × O. Then, given a change of
coordinates Γ : Tds1 ×Da′,p′(r1)×O → Ts−2ρs0 ×Da,p(r − 2ρr0) we can consider the composition of F+ with
Γ; in particular

Ψ ◦ Γ : Tds1 ×Da′,p′(r1)×O −→ Ts ×Da,p+ν(r),

namely the domain of F . Let us check the property (T0) for the vector field F+. In the following we will keep
track only of the index p. One has

‖Ψ(Γ)‖p ≤ Cp(f) + (1 + Cp0
(f))‖Γ‖p,

‖Ψ(Γ)‖p0+ν ≤ 1 + 2Cp0+ν(f).
(B.8)

so that we get

‖F+(Γ)‖p ≤ ‖F (Ψ(Γ))‖p + ‖df(Ψ(Γ))[F (Ψ(Γ))]‖p
(T1)

≤ (1 + Cp0+1(f))‖F (Ψ(Γ))‖p + (Cp+1(f) + Cp0+1(f)‖Ψ(Γ)‖p) ‖F (Ψ(Γ))‖p0

(T0)

≤ (1 + Cp0+1(f)) [Cp(F ) + Cp0
(F )‖Ψ(Γ)‖p+ν ]

+ (Cp+1(f) + Cp0+1(f)‖Ψ(Γ)‖p) [Cp0
(F ) + Cp0

(F )‖Ψ(Γ)‖p0+ν ] ,

(B.9)

and therefore
‖F+(Γ)‖p ≤ Cp(F )(1 + Cp0+ν+1(f)) + 5Cp0(F )(1 + Cp0+1(f))Cp+ν+1(f)

+ ‖Γ‖p+ν
[
Cp0

(F )(1 + 3Cp0+ν+1(f))2
]
,

(B.10)

that is (T0). The other properties are obtained with similar calculations using also the fact that the vector
field f is linear in the variables y, w. Hence F+ is tame with scale of constants in (B.7).

Remark B.4. In Lemma B.3, if f, h ∈ E(K), then the smoothing estimate (2.32) applied to |f |~v,p+ν+1 implies
that F+ is Ck–tame up to order q. The same holds if Φ is generated by a vector field g ∈ E(K).

Remark B.5. Consider a vector field g which generates a well defined flow Φt for t ≤ 1 and set Φ := Φ1.
Then, for all p ≥ p0 for all vector fields F such that the push-forward with Φt is well defined, one has

L := Φ∗F − F =

ˆ 1

0

Φt∗[g, F ]dt,

Q := Φ∗F − [g, F ]− F =

ˆ 1

0

ˆ t

0

Φs∗[g, [g, F ]]dsdt.

(B.11)

If moreover g ∈ B satisfies Definition 2.18 item 5, and F is as in formula (B.5) then L is Ck−1 tame and Q
is Ck−2 tame up to order q − ν − 1 with constants

C ~v2,p(L) ≤ C
(
C~v,p+1(F )|g|~v,p0+ν+1 + C~v,p0+1(F )|g|~v,p+ν+1

)
(B.12a)

C ~v2,p(Q) ≤ C
(
C~v,p+2(F )|g|2~v,p0+ν+1 + C~v,p0+2(F )|g|~v,p0+ν+2|g|~v,p+ν+2

)
(B.12b)

~v := (λ,O, s, a, r), ~v2 := (λ,O, s− 2ρs0, a, r − 2ρr0). Finally if g ∈ E(K) then L,Q are tame up to order q.
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Lemma B.6. Consider any subspace U which is a finite direct sum of monomial subspaces as in formula
(2.23), having degree at most k, or their average in θ. Under the hypotheses of Lemma B.3, assume also that13
F ∈ U and f ∈ B. Then for all p ≥ p0 one has

C~v2,p(Π
⊥
UΦ∗F ) ≤ C

(
C~v,p(F )ρ+ C~v,p1

(F )|f |~v1,p+ν+1

)
(B.13)

where ~v := (λ,O, s, a), ~v1 := (λ,O, s− ρs0, a) and ~v2 := (λ,O, s− 2ρs0, a). Moreover if f ∈ E(K) then (B.13)
holds up to order q.

Proof. One has
Π⊥U

(
Φ∗F

)
= Π⊥U

(
F ◦Ψ− F + duf(Ψ)[F ◦Ψ]

)
. (B.14)

The last summand clearly satisfies the estimates (B.13). Regarding the first terms we write

Π⊥U (F ◦Ψ− F ) = Π⊥U
(
dθF [f (θ)] +

∑
u=y,w

duF [f (u)]
)

;

the second term satisfies (B.13) by property (T1), while we claim that dθF [f (θ)] ∈ U . Indeed if F ∈ V(v,v1,...,vh),
it has the form

F =
1

α(v1, . . . , vh)!

( h∏
i=1

dvi

)
F (v)(θ, 0, 0)[v1, . . . , vh],

so that deriving w.r.t. θ on both sides and computing at g(θ) commutes with the derivation in vi ∈ U (this
follows from the fact that if f ∈ B then f (θ)(θ, y, w) = f (θ)(θ, 0, 0)). If U is only the average of some monomial
space, then clearly its θ-derivative is zero.

B.1 Proof of Lemma 4.8

Lemma B.7. All regular vector fields f as in Definition 4.5 are C∞-tame up to order q with tameness constant

C~v,p(f) = Cd,q|f |~v,p. (B.15)

Proof. In view of Lemma B.1–(iv), we only need to prove that a regular vector field is C1-tame. Consider a
regular vector field f (see Definition 4.5) and a map Φ = 1 + g as in Definition 2.13. For simplicity we drop
the indices ~v,~v1, ~v2. Without loss of generality we can also assume that g(θ) depends only on θ, since in (Tm)
we first perform the y, w-derivatives and then compute at Φ = 1+ g. Let us check (T0) for f . One has

(f ◦ Φ)(θ) := h(θ,0)(θ), (f ◦ Φ)(w) := h(w,0)(θ),

(f ◦ Φ)(y) := h(y,0)(θ) + h(y,y)(θ)Φ(y)(θ, y, w) + h(y,w)(θ) · Φ(w)(θ, y, w),

where
h(v,v′)(θ) := f (v,v′)(θ + g(θ,0)(θ)), v, v′ = 0, θ, y, w.

We first give bounds on the norm of f ◦ Φ in terms of the norms of h and Φ. The terms depending only on θ
are trivially bounded by the norm of h. In the y-component one has

‖h(y,y)Φ(y)‖2s,a,p ≤ C(d)
1

r2s
0

∑
`∈Zd

d1∑
i=1

d1∑
k=1

|(h(yi,yk)g(yk))(`)|2e2s|`|〈`〉2p

= C(d)
1

r2s
0

d1∑
i=1

d1∑
k=1

‖h(yi,yk)(θ)Φ(yk)(θ)‖2s,p

(A.5)

≤ C(d)
1

r2s
0

d1∑
i=1

d1∑
k=1

(‖h(yi,yk)‖s,p‖Φ(yk)‖s,p0
+ ‖h(yi,yk)‖s,p0

‖Φ(yk)‖s,p)2,

(B.16)

13hence they are both C∞-tame.
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hence one obtains

‖h(y,y)Φ(y)‖s,a,p ≤ K
(
rs0‖h(y,y)‖s,a,p‖Φ(y)‖s,a,p0 + rs0‖h(y,y)‖s,a,p0‖Φ(y)‖s,a,p

)
. (B.17)

Finally one has

‖h(y,w)Φ(w)‖2s,a,p ≤ C
1

r2s
0

d1∑
i=1

‖h(yi,w)Φ(w)‖2s,p = C
1

r2s
0

d1∑
i=1

∑
l∈Zd
〈l〉2pe2s|l||(h(yi,w) · Φ(w))(l)|2

≤ C 1

r2s
0

d1∑
i=1

∑
l∈Zd
〈l〉2pe2s|l|(

∑
k∈Zd

|h(yi,w)(l − k) · Φ(w)(k)|)2

≤ C

r2s
0

d1∑
i=1

∑
l,k∈Zd

〈l − k〉2pe2s|l−k|〈k〉2p0e2s|k||h(yi,w)(l − k) · Φ(w)(k)|2

+
C

r2s
0

d1∑
i=1

∑
l,k∈Zd

〈l − k〉2p0e2s|l−k|〈k〉2pe2s|k||h(yi,w)(l − k) · Φ(w)(k)|2

(2.1)

≤ C

r2s
0

d1∑
i=1

∑
l,k∈Zd

〈l − k〉2pe2s|l−k|〈k〉2p0e2s|k|‖h(yi,w)(l − k)‖2−a,−p0−ν‖Φ
(w)(k)‖2a,p0+ν

+
C

r2s
0

d1∑
i=1

∑
l,k∈Zd

〈l − k〉2p0e2s|l−k|〈k〉2pe2s|k|‖h(yi,w)(l − k)‖2−a,−p0−ν‖Φ
(w)(k)‖2a,p0+ν ,

(B.18)
where in the third line we used the standard interpolation estimates and the fact that p0 > d/2. By (B.18),
since p ≤ q, it follows that

‖h(y,w)Φ(w)‖s,a,p ≤ C
(
r0‖h(y,w)‖Hp(Tds ;`−a,−p0−ν)‖Φ(w)‖s,a,p0+ν + r0‖h(y,w)‖Hp0 (Tds ;`−a,−p0−ν)‖Φ(w)‖s,a,p

)
.

Now each component h(v,v′) is a function Tds → Va,p composed with a diffeomorphism of the torus given by
θ 7→ θ + g(θ,0)(θ). Hence we obtain, by using Lemma A.3(ii) and Lemma A.5,

‖f ◦ Φ‖s,a,p ≤ C(d, q)(|f |s,a,p + |f |s,a,p0
‖Φ‖s,a,p+ν), (B.19)

The property (T1) follows in the same way.

Lemma B.8. Consider a vector field f ∈ B such that

f : Tds ×Da,p(r)×O → Va,p (B.20)

and
|f |~v,p1

≤ cρ, (B.21)

for some ρ > 0. If ρ is small enough, then for all ξ ∈ O the following holds.
(i) The map Φ := 1+ f is such that

Φ : Tds ×Da,p(r)×O −→ Tds+ρs0 ×Da,p(r + ρr0). (B.22)

(ii) There exists a vector field h ∈ B such that

• |h|~v1,p ≤ 2|f |~v,p, the map Ψ := 1+ h is such that

Ψ : Tds−ρs0 ×Da,p(r − ρr0)×O → Tds ×Da,p(r). (B.23)
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• for all (θ, y, w) ∈ Tds−2ρs0 ×Da,p1
(r − 2ρr0) one has

Ψ ◦ Φ(θ, y, w) = (θ, y, w). (B.24)

Proof. (i) We want to bound the components of Φ = 1+ f . First of all we see that for θ ∈ Tds one has

|Φ(θ)|∞ ≤ s+ |f (θ)|∞ ≤ s+ ‖f (θ) · ∂θ‖s,a,p0

(B.21)

≤ s+ ρs0 , (B.25)

where we used the standard Sobolev embedding Theorem. The bound on ‖Φ(w)‖a,p0
≤ r+ρr0 follows directly

by hypothesis (B.21). In order to obtain the estimates on the y−components we need to check that

|f (y,0)(θ)|1 ≤ c−1‖f (y,0)(θ) · ∂y‖s,a,p0
, |f (y,y)(θ)y|1 ≤ c−1‖f (y,y)(θ)y · ∂y‖s,a,p0

,

|f (y,w)(θ)w|1 ≤ c−1‖f (y,w)(θ)w · ∂y‖s,a,p0 .
(B.26)

Since for a d-dimensional vector v one has |v|1 ≤ d|v|∞ we get

|f (y,w)(θ) · w|1 ≤ d1 max
v=y1,...,yd1

‖f (v,w)(θ) · w‖∞ ≤ K(n, p0)‖f (y,w)(θ) · w‖s,p0
. (B.27)

The other bounds in (B.26) follow in the same way. The extension of the bounds for the Lipschitz norm is
standard; see for instance [41]. Thus we obtain |Φ(y)|1 ≤ (r + ρr0)2 so that (B.22) follows.
(ii) The first d components of the map (θ+, y+, w+) = Φ(θ, y, w) are θ+ = θ+f (θ)(θ). If ρ is small enough we can
apply Lemma A.3 in order to define an inverse map h(θ)(θ+) ∈W p,∞(Tds−ρs0) with ‖h(θ)‖s−ρs0,p ≤ 2‖f (θ)‖s,p.
Hence we set

Ψ(θ)(θ+) := θ+ + h(θ)(θ+) , θ+ ∈ Tds−ρs0 . (B.28)

Regarding the other components we first solve y, w as functions of y+, w+, θ and then substitute (B.28). We
have

w = w+ − f (w,0)(Ψ(θ)(θ+))

y = (1− f (y,y)(Ψ(θ)(θ+)))−1(y+ − f (y,0)(Ψ(θ)(θ+))− f (y,w)(Ψ(θ)(θ+)) · (w+ − f (w,0)(Ψ(θ)(θ+))))

which fixes the remaining components of h. The estimates on the norm of h follow by Lemma A.3 (ii) and by
Lemma A.5.

Lemma B.9. Given any regular bounded vector field g ∈ B, p ≥ p1 with |g|~v,p1
≤ cρ then for 0 ≤ t ≤ 1 there

exists ft ∈ B such that the time−t map of the flow of g is of the form 1+ft moreover we have |ft|~v,p ≤ 2|g|~v1,p
where ~v1 = (λ,O, s− ρs0, a, r).

Proof. The dynamical system associated with g is

θ̇ = g(θ,0)(θ), (B.29a)

ẏ = g(y,0)(θ) + g(y,y)(θ)y + g(y,w)(θ) · w, (B.29b)

ẇ = g(w,0)(θ). (B.29c)

We solve first (B.29a), then substitute into (B.29c) and finally substitute both into (B.29b) and hence the
result follows by proving that the solution of (B.29a), with initial datum ϕ, has the form

θ(t) = ϕ+ h(t, ϕ),

with h ∈ Hp(Tds−ρs0) a zero-average function. This latter statement follows by the standard theory of existence,
uniqueness and smoothness w.r.t. the initial data.
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C Proof of Proposition 3.5

Proof. Given a tame vector field F ∈ V~v,p such that F ∈ E for all ξ ∈ O, let us define

A := N + R := ΠKΠX ([ΠNF , ·]) + ΠKΠX ([ΠRF, ·]).

We note that N,R : E(K) ∩ BE → E(K) ∩ X ∩ E .
Then the “approximate invertibility” of N implies the “approximate invertibility” of A. Indeed let W :

E(K) ∩ X ∩ E → E(K) ∩ BE be the “approximate right inverse” of N defined in (3.3) and denote

U := RW : E(K) ∩ X ∩ E → E(K) ∩ X ∩ E .

By (3.1) and (3.2) we have that U is strictly upper triangular so Ub = 0. Now we set B = NW − 1 which is
“small” in the sense of (3.4). Then we have

(N + R)W(1+ U)−1 = (1+ U + B)(1+ U)−1 = 1+ B(1+ U)−1 , (1+ U)−1 =

b−1∑
j=0

(−1)jUj . (C.1)

Thus W(1+U)−1 is an approximate inverse for A in the sense that it is a true inverse for B = 0. Then for all
ξ ∈ O let us set

g̃ := W(1+ U)−1ΠKΠXF. (C.2)

As for the bounds we first notice that by (3.3) and (3.6) one has

|UX|~v,p ≤ Kµ1+ν+1
[
Θp1
|X|~v,p +

(
Θp(1 + Γp1

) + Θp1
Kα(p−p1)Γp

)
|X|~v,p1

]
. (C.3)

Now we can prove inductively that

|UjX|~v,p ≤ Kj(µ+ν+1)
[
Θj

p1
|X|~v,p +

(
Θp(1 + Γp1

) + Θp1
Kα(p−p1)Γp

)
Pj(Θp1

,Γp1
)|X|~v,p1

]
, (C.4)

where Pj(Θp1 ,Γp1) is a polynomial of degree 2(j − 1) defined recursively as

P1 := 1 ,

Pj(Θp1
,Γp1

) := Θj−1
p1

+ 2Θp1
(1 + Γp1

)Pj−1(Θp1
,Γp1

).
(C.5)

Indeed for j = 1 this is exactly the bound (C.3); then assuming (C.4) to hold up to j we have

|Uj+1X|~v,p = |U(UjX)|~v,p ≤ Kµ+ν+1
[
Θp1
|UjX|~v,p +

(
Θp(1 + Γp1

) + Θp1
Kα(p−p1)Γp

)
|UjX|~v,p1

]
≤ Kµ+ν+1

(
Θp1

Kj(µ+ν+1)
[
Θj

p1
|X|~v,p +

(
Θp(1 + Γp1

) + Θp1
Kα(p−p1)Γp

)
Pj(Θp1

,Γp1
)|X|~v,p1

]
+
(
Θp(1 + Γp1

) + Θp1
Kα(p−p1)Γp

)
Kj(µ+ν+1)

[
Θj

p1
+ Θp1

(1 + 2Γp1
)Pj(Θp1

,Γp1
)
]
|X|~v,p1

)
= K(j+1)(µ+ν+1)

(
Θj+1|X|~v,p

+
(
Θp(1 + Γp1

) + Θp1
Kα(p−p1)Γp

)(
Θj

p1
+ 2Θp1

(1 + Γp1
)Pj(Θp1

,Γp1
)
)
|X|~v,p1

)
(C.6)

which is (C.4) for j + 1 taking into account (C.5). Moreover, again by induction, the polynomials Pj satisfy
the bound

|Pj | ≤ 3jΘj−1
p1

(1 + Γp1
)j−1 , (C.7)

uniformly in Θp1
,Γp1

. Indeed for j = 1 this is trivial while assuming (C.7) up to j we have

|Pj+1|
(C.5)
≤ Θj

p1
+ 2Θp1

(1 + Γp1
)|Pj |

≤ Θj
p1

+ 2Θp1
(1 + Γp1

)3jΘj−1
p1

(1 + Γp1
)j−1 = Θj

p1
(1 + 2 · 3j(1 + Γp1

)j)

≤ (1 + 2 · 3j)Θj
p1

(1 + Γp1
)j ≤ 3j+1Θj

p1
(1 + Γp1

)j ,

(C.8)
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where in the last inequality we used the fact that 1 + 2Cj ≤ Cj+1 for C ≥ 3. Summarizing we obtained

|UjX|~v,p ≤ Kj(µ1+ν+1)Θj−1
p1

[
Θp1 |X|~v,p +

(
Θp(1 + Γp1) + Θp1K

α(p−p1)Γp
)
3j(1 + Γp1)j−1|X|~v,p1

]
, (C.9)

so that (the second summand is zero for j = 0)

|WUjX|~v,p ≤ 4jKj(µ1+ν+1)+µ1

[
Θj

p1
|X|~v,p + ΘpΘ

j−1
p1

(1 + Γp1
)j |X|~v,p1

+ Θj
p1
Kα(p−p1)(1 + Γp1

)jΓp|X|~v,p1

]
(C.10)

and finally

|W(1 + U)−1X|~v,p ≤ Kµ1(1 + 4Kµ1+ν+1Θp1
)b|X|~v,p

+Kµ1(1 + Γp1)(1 + 4Kµ1+ν+1Θp1(1 + Γp1))b−1Θp|X|~v,p1

+Kµ1+α(p−p1)(1 + 4Kµ1+ν+1Θp1
(1 + Γp1

))bΓp|X|~v,p1

(C.11)

where again the second summand is in fact zero if b = 0. Therefore, since Θp ≤ Γp, we obtain

|W(1 + U)−1X|~v,p ≤ K(b+1)(µ1+ν+1)(1 + Θp1
(1 + Γp1

))b(1 + Γp1
)
[
|X|~v,p +Kα(p−p1)Γp|X|~v,p1

]
(C.12)

this concludes the proof of (2.46). The proof of (2.47) follows the same lines. Now we have defined a function
g̃ on the set O. In order to conclude the proof we need to extend this function to the whole O0. We know
that regular vector fields in E(K) have a structure of Hilbert space w.r.t. the norm | · |s,a,p1

so we may apply
Kirtzbraun Theorem in order to extend g̃ to a regular vector field in E(K) with the same Lipschitz norm, i.e.
|g|lips,a,p1

≤ γ−1|g̃|~v,p . As for the sup norm one clearly has

sup
ξ∈O0

|g|s,a,p1
≤ sup
ξ∈O0

|g̃|s,a,p1
+ diam(O0)|g|lips,a,p1

.

D Time analytic case

Theorem 2.25 does not make any assumptions on the analiticity parameters a0, s0 and relies on tame estimates
in order to control the high Sobolev norm p2 ≥ p1 + κ0 + χκ2. However if one makes the Ansatz that s0 > 0
then we may take p2 = p1 and consequently have a simplified scheme, since we do not have to control the
tameness constants in high norm but only the norm | · |~v,p1

. In order to do so we need to modify Definition
2.18 by substituting item 3. with the following:

3′. For K > 1 there exists smoothing projection operators ΠK : A~v,p → A~v,p such that Π2
K = ΠK and

setting ~v1 = (γ,O, s+ s1, a, r), for p1 ≥ 0, one has

|ΠKF |~v1,p+p1 ≤ CKp1es1K |F |~v,p (D.13)

|F −ΠKF |~v,p ≤ CK−p1e−s1K |F |~v1,p+p1 (D.14)

finally if C~v,p(F ) is any tameness constant for F then we may choose a tameness constant such that

C~v,p+p1(ΠKF ) ≤ CKp1es1KC~v1,p(F ) (D.15)

We denote by E(K) the subspace where ΠKE
(K) = E(K).

Constraint D.1 (The exponents: analytic case). We fix parameters ε0, R0, G0, µ, ν, η, χ, κ2 such that the
following holds.
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• 0 < ε0 ≤ R0 ≤ G0 with ε0G
3
0, ε0G

2
0R
−1
0 < 1.

• We have µ, ν ≥ 0, 1 < χ < 2, finally setting κ0 := µ+ ν + 4

κ2 >
2κ0

2− χ
, η > µ+ (χ− 1)κ2 + 1 , (D.16)

• there exists K0 > 1 such that

logK0 ≥
1

logχ
C, (D.17)

with C a given function of µ, ν, η, κ2, s0 (which goes to ∞ as s0 → 0) and moreover

G2
0R
−1
0 ε0K

κ0
0 max(1, R0G0K

κ0+(χ−1)κ2

0 ) < 1 , (D.18a)

K
κ0+(χ−1)κ2

0 e−
s0K0

32 G0ε
−1
0 max

(
1, R0

)
≤ 1 , (D.18b)

Now in order to state our result we define the good parameters and the changes of variables as in the
general case but with p2 = p1, κ3 = κ1 = α = 0. For clarity we restate our definition in this simpler case.

Definition D.2 (Homological equation). Let γ > 0, K ≥ K0, consider a compact set O ⊂ O0 and set
~v = (γ,O, s, a, r) and ~v0 = (γ,O0, s, a, r). Consider a vector field F ∈ W~v0,p i.e.

F = N0 +G : O0 ×Da,p+ν(r)×Tds → Va,p ,

which is Cn+2-tame up to order q = p1 + 2. We say O satisfies the homological equation, for (F,K,~v0, ρ) if
the following holds.
1. For all ξ ∈ O one has F (ξ) ∈ E.
2. there exist a bounded regular vector field g ∈ W~v0,p ∩ E(K) such that

(a) g ∈ BE for all ξ ∈ O,

(b) one has |g|~v0,p1
≤ C|g|~v,p1

≤ cρ and

|g|~v,p1
≤ γ−1Kµ|ΠKΠXG|~v,p1

(1 + γ−1C~v,p(G)) , (D.19)

(c) setting u := ΠKΠX (ad(Π⊥XF )[g]− F ), one has

|u|~v,p1
≤ ε0γ

−1K−η+µC~v,p1
(G)|ΠKΠXG|~v,p1

, (D.20)

Remark D.3. Note that if we take p2 = p1 then the second inequality in (2.46) as well as item 2(d) of
Definition 2.23 follow from (2.30) and (2.31).

Definition D.4 (Compatible changes of variables: analytic case). Let the parameters in Constraint D.1
be fixed. Fix also ~v = (γ,O, s, a, r), ~v0 = (γ,O0, s, a, r) with O ⊆ O0 a compact set, parameters K ≥ K0, ρ < 1.
Consider a vector field F = N0 + G ∈ W~v0,p which is Cn+2-tame up to order q = p1 + 2 and such that
F ∈ E ∀ξ ∈ O. We say that a left invertible E-preserving change of variables

L,L−1 : Tds ×Da,p1
(r)×O0 → Tds+ρs0 ×Da−ρa0,p1

(r + ρr0)

is compatible with (F,K,~v, ρ) if the following holds:

(i) L is “close to identity”, i.e. denoting ~v0
1 := (γ,O0, s− ρs0, a− ρa0, r − ρr0) one has

‖(L − 1)h‖~v01 ,p1
≤ Cε0K

−1‖h‖~v0,p1
. (D.21)
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(ii) L∗ conjugates the Cn+2-tame vector field F to the vector field F̂ := L∗F = N0 + Ĝ which is Cn+2-tame;
moreover denoting ~v2 := (γ,O, s− 2ρs0, a− 2ρa0, r− 2ρr0) one may choose the tameness constants of Ĝ
so that

C~v2,p1
(Ĝ) ≤ C~v,p1

(G)(1 + ε0K
−1) , (D.22)

(iii) L∗ “preserves the (N ,X ,R)-decomposition”, namely one has

Π⊥N (L∗ΠNF ) = 0 , ΠX (L∗Π⊥XF ) = 0 . (D.23)

Then the result is the following.

Theorem D.5 (Abstract KAM: analytic case). Let N0 be a diagonal vector field as in Definition 2.20
and consider a vector field

F0 := N0 +G0 ∈ E ∩W~v0,p (D.24)

which is Cn+2-tame up to order q = p1 + 2. Fix parameters ε0, R0, G0, µ, ν, η, χ, κ2 satisfying Constraint D.1
and assume that

γ−1
0 C~v0,p1

(G0) ≤ G0 , γ−1
0 C~v0,p1

(Π⊥NG0) ≤ R0 , γ−1
0 |ΠXG0|~v0,p1

≤ ε0 . (D.25)

For all n ≥ 0 we define recursively changes of variables Ln,Φn and compact sets On as follows.

Set H−1 = H0 = Φ0 = L0 = 1, and for 0 ≤ j ≤ n − 1 set recursively Hj = Φj ◦ Lj ◦ Hj−1 and
Fj := (Hj)∗F0 := N0 + Gj. Let Ln be any change of variables compatible with (Fn−1,Kn−1, ~vn−1, ρn−1)
following Definition D.4, and On be any compact set

On ⊆ On−1 , (D.26)

which satisfies the Homological equation for ((Ln)∗Fn−1,Kn−1, ~v
0
n−1, ρn−1). For n > 0 let gn be the regular

vector field defined in item (2) of Definition D.2 and set Φn the time-1 flow map generated by gn.
Then Φn is left invertible and Fn := (Φn◦Ln)∗Fn−1 ∈ W~v0n,p

is Cn+2-tame up to order q = p1+2. Moreover
the following holds.

(i) Setting Gn = Fn −N0 then

Γn,p1
:= γ−1

n C~vn,p1
(Gn) ≤ Gn, Θn,p1

:= γ−1
n C~vn,p1

(Π⊥NGn) ≤ Rn,

δn := γ−1
n |ΠXGn|~vn,p1

≤ Kκ2
0 ε0K

−κ2
n , |gn|~un,p1

≤ Kκ2
0 ε0G0K

−κ2+µ+1
n−1 ,

(D.27)

where ~un = (γn,On, sn + 12ρns0, an + 12ρna0, rn + 12ρnr0).

(ii) The sequence Hn converges for all ξ ∈ O0 to some change of variables

H∞ = H∞(ξ) : Da0,p(s0/2, r0/2) −→ D a0
2 ,p

(s0, r0). (D.28)

(iii) Defining F∞ := (H∞)∗F0 one has

ΠXF∞ = 0 ∀ξ ∈ O∞ :=
⋂
n≥0

On (D.29)

and
γ−1

0 C~v∞,p1
(ΠNF∞ −N0) ≤ 2G0, γ−1

0 C~v∞,p1
(ΠRF∞) ≤ 2R0

with ~v∞ := (γ0/2,O∞, s0/2, a0/2).
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Proof. The proof of Theorem D.5 is essentially identical to the one of Theorem 2.25. We give a sketch for
completeness. The induction basis is trivial with g0 = 0. Assuming (D.27) up to n we prove the inductive step
using the “KAM step” of Proposition 5.1 with p1 = p2 and α = κ3 = 0 and the bound (5.13) substituted by

δ+ ≤ CΓp1

(
δ2Γ2

p1
K2µ+2ν+4 + δε0K

µ−η)+ e−2ρs0KKµ+ν+1−(p2−p1)
(
Θp2

+ ε0K
κ3Θp1

)
+ Γp1K

µ+ν+1−(p2−p1)e−2ρs0K
(
Θp2 + ε0K

κ3Θp1 +Kα(p2−p1)δ(Γp2 + ε0K
κ3Γp1)

)
.

(D.30)

Bound (D.30) follows using the smoothing properties (D.13), (D.14) in item (3′), in the equation (5.39).
First of all we note that

ρ−1
n Kµ+ν+3

n Γn,p1δn ≤ c, (D.31)

which, by the inductive hypothesis and (2.52) reads

2n+9K
(µ+ν+3−κ2)χn

0 G0ε0K
κ2
0 ≤ c; (D.32)

this is true since by (D.16) and (D.17) the left hand side (D.32) is decreasing in n so that (D.31) follows form

Kµ+ν+4
0 G0ε0 < 1

which is indeed implied by (D.18a) because G0 ≥ R0.
Hence we can apply the “KAM step” to Fn := (Φn ◦ Ln)∗Fn−1 ∈ W~v0n,p2

which is a Cn+2-tame up to
order q = p2 + 2. We fix (Kn, γn, an, sn, rn, ρn,On)  (K, γ, a, s, r, ρ,O), Γn,p  Γp, Θn,p  Θp, δn  δ,
(γn+1, an+1, sn+1, rn+1, ρn+1,On+1) (γ+, a+, s+, r+, ρ+,O+). The KAM steps produces a bounded regular
vector field gn+1 and a left invertible change of variables Φn+1 = 1+fn+1 such that Fn+1 := (Φn+1 ◦Ln)∗Fn ∈
W~v0n+1,p2

is Cn+2-tame up to order q = p2+2. We now verify that the bounds (D.27) hold with Γn+1,p1
 Γ+,p1

,
Θn+1,p1

 Θ+,p1
, , δn+1  δ+.

Let us prove (i), the others follow exactly as in Theorem (2.25).
By substituting into (5.8) we immediately obtain the bounds for gn+1 of (D.27).
Now we recall that, by definition

γn
γn+1

= 1 +
1

2n+3 − 1
.

We use (5.11) together with the inductive hypotheses to obtain

Γn+1,p1 ≤
(

1 +
1

2n+3 − 1

)
Gn + 2ε0K

−1
n G0 + CKµ−κ2

n G0ε0K
κ2
0 (Kν+1

n G0 + ε0K
−η
n ) ≤ Gn+1 ,

which follow by requiring

max(2nK−1
n ε0, 2

nKµ+ν+1−κ2
n Kκ2

0 G0ε0, 2
nK−η−κ2+µ

n Kκ2
0 ε0) ≤ c ,

and as before this follows by (D.16) and (D.18a).
Regarding Θn+1,p1

, using (5.12) we get

Θn+1,p1 ≤
(

1 +
1

2n+3 − 1

)
Rn + 2ε0K

−1
n R0 + CKµ+ν+1−κ2

n G2
0ε0K

κ2
0 +K−η−κ2+µ

n G0ε
2
0K

κ2
0 ≤ Rn+1.

which again follows from (D.16) and (D.18a).
For δn+1  δ+, we apply (D.30) with p2 = p1, α = κ3 = 0 and get

δn+1 ≤CG0

(
ε2

0K
κ2
0 (G2

0K
κ2
0 K2µ+2ν+4−2κ2

n +Kµ−η−κ2
n )+

e−2ρns0Kn(R0K
µ+ν+1
n + ε0K

κ2
0 G0K

µ+ν+1−κ2
n )

)
+ e−2ρns0KnR0Kn ≤ ε0K

κ2
0 K−χκ2

n
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Now
CG0

(
ε2

0K
κ2
0 (G2

0K
κ2
0 K2µ+2ν+4−2κ2

n +Kµ−η−κ2
n ) ≤ 1

2
ε0K

κ2
0 K−χκ2

n

by (D.16) and (D.18a). As for the second term, since s0 > 0 all the summands are decreasing in n provided
that K0 is large enough.

References

[1] J. Moser, Convergent series expansions for quasi–periodic motions, Math. Ann. 169 (1967) 136–176.

[2] A. Kolmogorov, On conservation of conditionally periodic motions for a small change in hamil- ton’s
function, Dokl. Akad. Nauk SSSR 98 (1954) 527–530.

[3] V. I. Arnold, Small denominators and problems of stability of motion in classical celestial mechanics,
Russian Math. Surveys 18 (1963) 85–193.

[4] J. Moser, Rapidly convergent iteration method and non-linear partial differential equations - i, Ann. Sc.
Norm. Sup. Pisa 20 (2) (1966) 265–315.

[5] J. Pöschel, A lecture on the classical KAM theorem, in: Proc. Symp. Pure Math., Vol. 69, 2001, pp.
707–732.

[6] H. Rüssmann, Nondegeneracy in the perturbation theory of integrable dynamical systems, in: Number
theory and dynamical systems (York, 1987), Vol. 134, Cambridge Univ. Press, Cambridge, 1989, pp. 5–8.

[7] M. Sevryuk, The reversible context 2 in KAM theory: the first steps, Regul. Chaotic Dyn 16 (1-2) (2011)
24–38.

[8] E. Zehnder, Generalized implicit function theorems with applications to some small divisors problems i-ii,
Comm. Pure Appl. Math. (29) (1976) 49–113.

[9] J. Fejoz, Periodic and quasi-periodic motions in the many-body problem. mémoire d’habilitation à diriger
des recherches. (2010).

[10] S. Kuksin, Hamiltonian perturbations of infinite-dimensional linear systems with imaginary spectrum,
Funktsional Anal. i Prilozhen. 21 (3) (1987) 22–37.

[11] C. E. Wayne, Periodic and quasi-periodic solutions of nonlinear wave equations via KAM theory, Comm.
Math. Phys. 127 (3) (1990) 479–528.

[12] W. Craig, C. E. Wayne, Newton’s method and periodic solutions of nonlinear wave equations, Comm.
Pure Appl. Math. 46 (11) (1993) 1409–1498.

[13] J. Bourgain, Construction of quasi-periodic solutions for hamiltonian perturbations of linear equations
and applications to nonlinear pde, Internat. Math. Res. Notices.

[14] J. Pöschel, Quasi-periodic solutions for a nonlinear wave equation, Comment. Math. Helv. 71 (2) (1996)
269–296. doi:10.1007/BF02566420.
URL http://dx.doi.org/10.1007/BF02566420

[15] J. Pöschel, A KAM-theorem for some nonlinear partial differential equations, Ann. Scuola Norm. Sup.
Pisa Cl. Sci. (4) 23 (1) (1996) 119–148.
URL http://www.numdam.org/item?id=ASNSP_1996_4_23_1_119_0

60

http://dx.doi.org/10.1007/BF02566420
http://dx.doi.org/10.1007/BF02566420
http://dx.doi.org/10.1007/BF02566420
http://www.numdam.org/item?id=ASNSP_1996_4_23_1_119_0
http://www.numdam.org/item?id=ASNSP_1996_4_23_1_119_0


[16] S. Kuksin, J. Pöschel, Invariant Cantor manifolds of quasi-periodic oscillations for a nonlinear Schrödinger
equation, Ann. of Math. 143 (1) (1996) 149–179. doi:10.2307/2118656.

[17] J. Bourgain, Periodic solutions of nonlinear wave equations, in: Harmonic Analysis and Partial Differential
Equations (Chicago, IL, 1996), Chicago Lectures in Math, Univ. Chicago Press, 1999, pp. 69–97.

[18] S. Kuksin, A KAM theorem for equations of the Korteweg-de Vries type, Rev. Math. Phys. 10 (3) (1998)
1–64.

[19] J. Bourgain, Quasi-periodic solutions of Hamiltonian perturbations of 2D linear Schrödinger equations,
Ann. of Math. (2) 148 (2) (1998) 363–439. doi:10.2307/121001.

[20] L. Chierchia, J. You, KAM tori for 1D nonlinear wave equations with periodic boundary conditions,
Comm. Math. Phys. 211 (2000) 497–525.

[21] J. Bourgain, Green’s function estimates for lattice Schrödinger operators and applications, Vol. 158 of
Annals of Mathematics Studies, Princeton University Press, Princeton, NJ, 2005.

[22] J. Geng, J. You, A KAM theorem for Hamiltonian partial differential equations in higher dimensional
spaces, Comm. Math. Phys. 262 (2) (2006) 343–372. doi:10.1007/s00220-005-1497-0.

[23] L. H. Eliasson, S. B. Kuksin, KAM for the nonlinear Schrödinger equation, Ann. of Math. (2) 172 (1)
(2010) 371–435. doi:10.4007/annals.2010.172.371.

[24] M. Berti, P. Bolle, Sobolev quasi periodic solutions of multidimensional wave equations with a multiplica-
tive potential, Nonlinearity 25 (2012) 2579–2613.

[25] M. Berti, P. Bolle, Quasi-periodic solutions for Schrödinger equations with Sobolev regularity of NLS on
Td with a multiplicative potential, J. European Math. Society 15 (2013) 229–286.

[26] J. Geng, J. You, X. Xu, KAM tori for cubic NLS with constant potentials, preprint.

[27] M. Procesi, C. Procesi, A KAM algorithm for the non–linear Schrödinger equation, Advances in Math.
272 (2015) 399–470.

[28] M. Berti, L. Corsi, M. Procesi, An abstract Nash-Moser theorem and quasi-periodic solutions for NLW and
NLS on compact Lie groups and homogeneous manifolds, Comm. Math. Phys. 334 (3) (2015) 1413–1454.

[29] L. Corsi, E. Haus, M. Procesi, A KAM result on compact Lie groups, Acta Applicandae Mathematicae
137 (2015) 41–59.

[30] B. Grébert, E. Paturel, KAM for the Klein-Gordon equation on Sd, Boll. Unione Mat Ital. 9 (2) (2016)
237–288.

[31] T. Kappeler, J. Pöschel, KAM and KdV, Vol. 45, Springer-Verlag, Berlin, 2003.

[32] J. Zhang, M. Gao, X. Yuan, KAM tori for reversible partial differential equations, Nonlinearity 24 (2011)
1189–1228.

[33] J. Liu, X. Yuan, A KAM Theorem for Hamiltonian partial differential equations with unbounded pertur-
bations, Comm. Math. Phys, 307 (2011) 629–673.

[34] M. Berti, L. Biasco, M. Procesi, KAM theory for the Hamiltonian derivative wave equation, Annales
Scientifiques de l’ENS 46 (2) (2013) 299–371.

[35] M. Berti, P. Biasco, M. Procesi, KAM theory for reversible derivative wave equations, Archive for Rational
Mechanics and Analysis 212 (3) (2014) 905–955.

61

http://dx.doi.org/10.2307/2118656
http://dx.doi.org/10.2307/121001
http://dx.doi.org/10.1007/s00220-005-1497-0
http://dx.doi.org/10.4007/annals.2010.172.371


[36] G. Iooss, P. Plotnikov, J. Toland, Standing waves on an infinitely deep perfect fluid under gravity, Arch.
Ration. Mech. Anal. 177 (3) (2005) 367–478.

[37] P. Baldi, Periodic solutions of forced Kirchhoff equations, Ann. Scuola Norm. Sup. Pisa, Cl. Sci. 8 (5)
(2009) 117–141.

[38] P. Baldi, Periodic solutions of fully nonlinear autonomous equations of Benjamin-Ono type, Ann. I. H.
Poincaré (C) Anal. Non Linéaire 30 (2013) 33–77.

[39] P. Baldi, M. Berti, R. Montalto, KAM for quasi-linear and fully nonlinear forced KdV, Math. Ann. 359
(2014) 471–536.

[40] P. Baldi, M. Berti, R. Montalto, KAM for autonomous quasilinear perturbations of KdV, arXiv:1404-3125
(2014).

[41] R. Feola, M. Procesi, Quasi-periodic solutions for fully nonlinear forced reversible Schrödinger equations,
Journal of Differential Equations.

[42] R. Montalto, Quasi-periodic solutions of forced Kirchoff equation, preprint, arXiv:1602.05093.

[43] M. Berti, R. Montalto, Quasi-periodic standing wave solutions of gravity-capillary water waves, preprint
(2016).

[44] F. Giuliani, Quasi-periodic solutions for quasi-linear generalized KdV equations, preprint 2016,
arXiv:1607.02583.

[45] M. Berti, P. Bolle, A Nash-Moser approach to KAM theory, to appear on Field Institute Communications.

[46] R. Feola, M. Procesi, KAM for quasi-linear autonomous NLS, in preparation.

[47] T. Kappeler, R. Montalto, Canonical coordinates with tame estimates for the defocusing NLS equation
on the circle, preprint, arXiv:1607.04454.

[48] M. Berti, L. Biasco, Branching of Cantor manifolds of elliptic tori and applications to PDEs, Comm.
Math. Phys. 305 (3) (2011) 741–796.

[49] J. Bourgain, Global solutions of nonlinear Schrödinger equations, Vol. 46 of American Mathematical
Society Colloquium Publications, American Mathematical Society, Providence, RI, 1999.

[50] M. Berti, P. Bolle, Quasi-periodic solutions for autonomous NLW on Td with a multiplicative potential,
in preparation.

[51] M. Procesi, C. Procesi, Reducible quasi-periodic solutions for the non–linear Schrödinger equation, BUMI
2 (2016) 189–236.

[52] R. Feola, Quasi-periodic solutions for fully nonlinear NLS, Ph.D. thesis, University ”La Sapienza” (2016).

62


	Introduction
	 Functional setting and main result 
	The Phase Space
	Polynomial decomposition
	Normal form decomposition
	Main result

	Triangular decomposition and Mel'nikov conditions
	Applications
	Example 1: Reversible Nash-Moser.
	Example 2: Hamiltonian KAM/Nash-Moser.
	Example 3: Reversible KAM/Nash-Moser.
	Example 4: KAM with reducibility.
	Application to the NLS.
	Some comments

	Proof of the result
	The KAM step
	Proof of Theorem 2.25: iterative scheme.

	Smooth functions and vector fields on the torus
	Properties of Tame and regular vector fields
	Proof of Lemma 4.8

	Proof of Proposition 3.5
	Time analytic case

